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Abstract

To aid in humanity’s efforts to colonize alien worlds, NASA’s Robotic Mining Competition pits
universities against one another to design autonomous mining robots that can extract the materials
necessary for producing oxygen, water, fuel, and infrastructure. To mine autonomously on the
uneven terrain, the robot must be able to produce a 3D map of its surroundings and navigate around
obstacles. However, sensors that can be used for 3D mapping are typically expensive, have high
computational requirements, and/or are designed primarily for indoor use. This thesis describes
the creation of a novel low-cost 3D mapping system utilizing a pair of rotating LIDAR sensors,
attached to a mobile testing platform. Also, the use of this system for 3D obstacle detection and
navigation is shown. Finally, the use of deep learning to improve the scanning efficiency of the

sensors is investigated.
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Chapter 1 Introduction
1.1 Purpose

Since classical times, people have dreamt of creating automata to perform tasks that are too
menial or dangerous for humans. The best known creator of such devices in antiquity is Hero of
Alexandria, a Greek engineer who invented mechanical wonders such as animated statues, auto-
matic doors, and vending machines [1]. Unsurprisingly, as time has marched onward so has the
complexity of these automata. More recently, the use of autonomous robotic systems in factories
has allowed mass production of goods on a grand scale, which has dramatically transformed the
human condition. Typically, factory robots operate under a strict set of constraints in a highly con-
trolled environment, only performing a few defined functions. As the field of robotics expands to
automate more and more menial and dangerous tasks, however, many robotic systems need to be
able to operate in and maneuver through real-world environments, which are much more dynamic
and unpredictable. This necessitates the development of robotic systems with ever-increasing in-
telligence and capabilities.

To assist in the human colonization of alien worlds, NASA, in cooperation with companies like
Caterpillar, hosts the NASA Robotic Mining Competition every summer at the Kennedy Space
Center in Florida. The goal of this competition is to develop robots that can autonomously mine
resources such as dust and ice, as these are prevalent on planets such as Mars, and can be used
to build structures and generate water, oxygen, and fuel to support human colonization. As such,
these mining robots must be able to operate in outdoor environments with uneven terrain, with
obstacles such as craters and rocks necessitating the use of 3D obstacle detection. The purpose of
this thesis was to develop a low-cost 3D mapping system to be used on UAF’s mining robot for
this competition; this system shall be henceforth referred to as the VS-LIDAR system, for variable
scanning LIDAR.

1.2 3D Sensors
1.2.1 Cameras

Most autonomous mobile robots rely on some sort of vision to navigate through the world
and complete their assigned tasks, and there are many different methods by which they obtain
this vision. Perhaps the most familiar would be through the use of cameras. Equipped with a
pair of cameras set up in a stereo configuration, a robot can determine the distances to objects in its
environment, working on much the same principle as human eyes do [2]. By comparing differences
in camera frames while the robot is moving, a single camera can also be used to estimate the motion
of the robot and the 3D structure of its environment [3]. The relatively low cost of cameras makes

them a popular choice for vision, but they suffer from several drawbacks. They are sensitive to



changes in lighting, require careful calibration, and the 3D data they produce is done at quite the

computational expense, while being noisy and error-prone [4].
1.2.2 RGB-D Cameras

Because of these limitations for cameras, many low-cost indoor robots utilize devices known
as RGB-D cameras, which provide the depth (distance) to points in the scene, in addition to a color
image. These began to see widespread use in November 2010 after Microsoft released the Kinect, a
peripheral designed for their Xbox 360 gaming console. The Kinect, in addition to being equipped
with a standard RGB camera, contains an infrared projector and an infrared camera. By projecting
an infrared pattern onto the environment and detecting distortions in the pattern with the camera,
the Kinect is able to determine distances to points in its field of view; this method of measuring
depth is referred to as structured-light. The fact that it was mass-produced for a gaming console
means that it is cheaply and widely available. It quickly became popular for use on low-cost indoor
robots, such as the popular prototyping platforms Turtlebot 1 and Turtlebot 2 [5]. Nowadays, the
Kinect can be obtained from second-hand stores for as low as $5. Many researchers have used
the Kinect and similar structured-light cameras for low-cost indoor mapping and autonomy, such
as [6], [7], and [8]. Other RGB-D sensors, such as the second version of the Kinect (Kinect v2),
use time-of-flight measurements instead of projecting a pattern, meaning that they measure depth
by emitting pulses of light and measuring the time they take to bounce off of objects and return,
which is then converted into distance using the speed of light. The precise, high resolution timing
circuitry required makes these types of RGB-D cameras more expensive than projection based
ones, with base models typically costing between $100 and $200.

RGB-D sensors are fantastic for indoor robots, as they can quickly obtain dense point clouds
(3D scans) with a high update rate (> 10 Hz). However, in places with high ambient light, like out-
door areas, their measurements become noisier, degrading performance. This is not as pronounced
for time-of-flight cameras (e.g. [9]), but structured-light sensors can fail completely since their

projected pattern is sensitive to interference [10].
1.2.3 LIDAR

The most accurate distance sensors utilize light detection and ranging, or LIDAR, which uses
pulses of laser light to illuminate a target, then uses the reflected pulse to measure distance. LIDAR
sensors can be broadly divided into two categories: scanning LIDARs and scannerless LIDARs
[11]. For scanning LLIDARsS, the light from a laser is used to measure the distance to a single target
point, and the laser light is steered and/or the laser is moved to capture an entire scene, with mul-
tiple lasers often being used to increase the capture speed. Scanning LLIDARSs can be configured to
capture a scene with the viewpoint of a regular camera, a 2D planar slice around the LIDAR, or
a 3D cloud around the LIDAR. For scannerless LIDARs, the light from a single laser is diverged



so that it illuminates the entire scene at once, with the reflections being detected by a 2D pho-
todetector array. Time-of-flight cameras fall into the scannerless LIDAR category. Because the
laser is diverged, considerably reducing the energy in each individual reflection, scannerless LI-
DARs are typically more sensitive to ambient light than scanning LIDARs. However, scannerless
LIDARSs have the advantage of having no moving parts and generate much more data than scan-
ning LIDARs: for example, the Kinect v2 has a data rate of 6.5 million points per second while
the Velodyne Puck, a popular LIDAR from Velodyne, used on everything from indoor robots to
self-driving cars, only produces 300,000 points per second. But this high data rate can be a double-
edged sword, as processing the data requires significant bandwidth and computational resources,
and most of this data will likely be filtered out anyway because of redundancy. For example, the
original Kinect, with a comparatively smaller data rate of 2.3 million points per second, practically
monopolizes the USB 2.0 bus on our mining robot’s control laptop.

Most scanning LIDARSs used for ground robots use one of three methods of determining dis-
tance. The first method measures the time-of-flight directly using timing circuitry, whereas the
second method measures the time-of-flight indirectly by measuring the phase difference between
the emitted laser pulse and the reflected pulse. The third method is triangulation. In this method,
the LIDAR has a laser emitter and an imaging sensor separated by a known distance. When the
emitter emits a pulse of laser light, it is reflected off the target and hits the imaging sensor at a mea-
surable angle. This angle and the separation between the two devices is used calculate the distance
to the target, with the maximum range of the LIDAR being determined by the separation. In gen-
eral, LIDARs which measure the time-of-flight directly are more expensive than those that measure
it indirectly with the phase difference, with both being more expensive than triangulation LIDARs.
Time-of-flight LIDARSs also have much further ranges than triangulation LIDARs, on the order of
100 meters for ground-based systems and several kilometers for aerial surveyors, compared to just
a few meters for triangulation. However, triangulation based systems are typically more accurate
than time-of-flight systems at close range due to the extremely short light travel times involved, but
their accuracy does fall off fast as distance increases [12]. It is also worth noting that all LIDARsS,
because they use reflected laser light, have trouble with targets that are transparent, letting laser
light pass through, or are black, absorbing the laser light.

1.3 Overview of Work and Contributions

This thesis describes the creation of a low-cost 3D mapping system that can be used by a mobile
robot for autonomous navigation and obstacle avoidance. It utilizes a pair of rotating 2D LIDAR
sensors, which work together to increase visual coverage and to compensate for a reduction in
the system’s update rate caused by this rotation. The rotation parameters of the LIDARs can

be reconfigured during runtime to provide denser or sparser scans, or to target a specific area.



Scanning LLIDARSs are used over other sensors because of the low computational requirements of
processing their data, the accuracy of their data, and their ability to operate in a wider range of
environments due to being able to work in the dark as well as in the light. Custom hardware and
software was made to interface with and control the LIDARS, and this LIDAR driver was made
fully compatible with Robot Operating System (ROS) so that the VS-LIDAR is essentially "plug-
and-play" with a large variety of existing robotic systems. The closest equivalent low-cost 3D
LIDAR system commercially available was the Scanse Sweep 3D scanner kit [13], which also
obtains 3D scans by rotating a 2D LIDAR. This scanner has a 40 meter range, captures 1000 data
points per second, and costs $700. In comparison, while the VS-LIDAR only has a 6 meter range,
it captures almost quadruple the amount of data at 3700 points per second, while costing half as
much at $350. Additionally, this 3D scanner kit is no longer available for purchase.

The VS-LIDAR was attached to a mobile robotic base and its use for obstacle detection and
navigation was demonstrated using existing navigation packages within ROS. To improve naviga-
tion, the robot’s wheel odometry, which tracks position, orientation, and velocity, was improved
by fusing it with data from an inertial measurement unit using an Extended Kalman Filter. This
improvement also allows data collected from the LIDARSs to be more consistent while the robot is
moving around. However, without correction, error in this improved odometry would still grow
without bound. Thus, the system also includes a camera, which it uses to detect ArUco markers,
which are a computationally efficient means to determine the absolute location and orientation of
the robot and to identify landmarks.

To summarize the specific contributions of this work:

* The creation of a novel 3D LIDAR system with higher obstacle avoidance capabilities and

lower cost that other LIDARSs in the same price bracket. This was achieved by:

— The use of a two rotating 2D LIDAR system to obtain 3D scans and compensate for

the scanning deficiencies of each LIDAR individually.

— The design and creation of a frame and 3D printed components which place the

LIDARS in an optimal scanning configuration.

— The design and creation of custom interface boards, custom microcontroller firmware,
and a custom set of software packages which allow the VS-LIDAR system to be plug-

and-play with the ROS development environment.

* Evaluation experiments performed to demonstrate the improved capability of the two LIDAR
system to navigate in environments with unknown static and dynamic obstacles, illustrating

the practicality of the system:



— Experiment results illustrating the novel LIDAR system to be more capable for close
range obstacle detection and for operation in sunlit environments than other low-cost

3D sensors.

— An example implementation of autonomous navigation utilizing pre-existing, standard,
open-source ROS software packages, which illustrates the VS-LIDAR system being
used for 3D obstacle avoidance and path planning in a real-world environment, han-

dling both static and dynamic obstacles.

* The investigation of a novel deep reinforcement learning based method of increasing the
scanning efficiency of rotating 2D LIDARSs, referred to as "adaptive scan dithering" in this
thesis.

The software, firmware, and hardware developed in support of this thesis have been made
open-source and are publicly available at the following URLs:

* Software packages, board schematics, CAD files: https://github.com/rykerDial/vslidar
» Microcontroller firmware: hitps://os.mbed.com/users/rldial/code/xv11_lidar_controller/

1.4 Multi-LIDAR and Rotating LIDAR Systems

Many autonomous robotic systems utilize multiple LIDAR sensors to map their surroundings,
with perhaps the most famous of which being self-driving cars. These multi-LIDAR systems
made their big debut in 2005 in the DARPA Grand Challenge, and in 2007 in the DARPA Urban
Challenge. One multi-LIDAR self-driving car entered in the Urban Challenge consisted of six
2D LIDAR sensors, three of which were rotated to obtain 3D data [14]. Another vehicle with
multiple LIDARSs, which actually won the Urban Challenge, was equipped with a newly released
3D LIDAR, the Velodyne HDI.-64 [15]. In fact, five of the six vehicles that finished the challenge
were equipped with this LIDAR, which led Velodyne down the path to becoming the leading
LIDAR manufacturer.

But with LIDAR sensors being so expensive, a big push is being made by researchers and man-
ufacturers alike to develop cheaper sensors and find more efficient means of sensing. In [16], citing
the prohibitively high cost of 3D LIDARs, the authors test out high-speed 3D obstacle detection
for a self-driving car using an array of five 2D LIDARs. These LIDARS are kept at a static angle
to provide planar scans of the road at short, medium, and long ranges. The combined cost of the
five LIDARs is about $40,000, certainly an improvement over the typical cost of LIDAR systems
for self-driving cars in use at the time, but still quite expensive.

Of course, the use of LIDAR sensors is spreading not only in self-driving cars, but in all manner
of mobile robots, both grounded and flying. Described in [17] is an indoor 3D mapping system


https://github.com/rykerDial/vslidar
https://os.mbed.com/users/rldial/code/xv11_lidar_controller/

using an orthogonal pair of 2D LIDARs. One LIDAR is mounted horizontally, and is used to
estimate the motion and determine the location of the robot, while the other is mounted vertically,
with the motion estimate being used to stitch the vertical scans together into a 3D map as the robot
drives around. The system was designed to be driven by a human operator, but if it was made
autonomous this LIDAR setup would not allow it to perform 3D obstacle detection; this, coupled
with the fact that it relies on features like walls for motion estimation and localization, would
restrict its autonomous operation to more mundane indoor environments. In terms of price, the
two LIDAR sensors alone cost over $18,000. A similar method of mapping buildings with a pair
of orthogonal 2D LIDARs is used by Google’s Cartographer backpack [18].

In [19], researchers describe the creation of a robot capable of fetching beer from a refrigerator.
This system performs 3D obstacle detection by tilting a 2D LIDAR, but since the update rate is
slow the data is supplemented with point clouds obtained from a stereo camera setup. The tilting
LIDAR has a slow update rate and a large field-of-view, while the stereo camera has a high update
rate but a slow field-of-view, so the tilting LIDAR is used to identify "macro structures" in the
environment such as people and the refrigerator, which is then used to turn the camera towards
points of interest for denser, faster scans. Of course, this system is only meant to be operated in
indoor, illuminated environments, with the kinds of obstacles you would typically encounter in an
office setting.

[20] describes a system similar to the one in this thesis, which uses a rotating 2D LIDAR to
obtain 3D maps. It is capable of mapping both indoors and outdoors. However, this system only
performs 3D mapping when the robot is stationary, keeping the LIDAR horizontal while driving
for 2D obstacle detection. This work did not investigate using the system autonomously at all,
instead having it remotely operated with the help of cameras, and no follow-up work could be

found, so it is unclear whether or not they would have stuck to this configuration.
1.5 Thesis Organization

The rest of this work is organized as follows. Chapter 2 details the hardware used in the VS-
LIDAR, discussing the individual components used as well as the full system assembly. Chapter
3 goes over the software used to control the LIDARs and allow the robot to navigate through
its environment. Afterwards, Chapter 4 describes several experiments performed to evaluate the
performance of the system. Chapter 5 describes an attempt to improve the scanning efficiency
of the system using deep learning. Finally, Chapter 6 discusses the conclusions of this work,

opportunities for future work, and lessons learned.



Chapter 2 Hardware

2.1 Overview

The hardware layout for the VS-LIDAR system is fairly straightforward; a simple system dia-
gram is shown in Figure 2.1. 3D scans of the environment are obtained by panning the 2D Revo
Laser Distance Sensor with a Dynamixel AX12A servo. This distance sensor and servo form a
3D LIDAR module, and the system uses two of these modules. These 3D LIDAR modules are
controlled by an STM32F767Z1 microcontroller unit (MCU) via a simple plug-and-play inter-
face provided by custom-built LIDAR interface boards. Also attached to the microcontroller is
the BNOOS55 inertial measurement unit (IMU), which provides useful data on the motion of the
system. The microcontroller sends data from the servos, LIDARs, and IMU to an Acer C720
Chromebook computer, which processes this data and uses it to control the behavior of the system.
Also connected to the laptop is the Genius webcam, which is used to detect ArUco markers for
absolute position and orientation detection. Additionally, the VS-LIDAR system is mounted to
the Create 2 mobile robotic platform, which allows the system to explore its environment. In the
coming sections, each of these components is described in greater detail, and the assembly of these
components into the system as whole is illustrated.

|
I |
I I
| Dynamixel AX12A Revo Laser |
| Servo Distance Sensor |
I I
I [
I e e . e ] e e i [ s e d
STM32F767ZI
with LIDAR -t BNOO055 IMU
Interface Boards
A
\J
Cﬁisrrnixgk - Genius Webcam
A
A
Create 2 Mobile
Platform

Figure 2.1: VS-LIDAR System Hardware Layout






























































































































































































































