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Abstract

A three-dimensional, three-fluid simulation (ions, electrons, and neutrals)
was explicitly parallelized, facilitating the study of small-scale
magnetospheric-ionospheric (M-I} coupling processes. The model has ionization
and recombination, self-consistently (semi-empirically) determined collision
frequencies, and a height resolved ionosphere. Inclusion of ion inertial terms in the
momentum equation enables the propagation of Alfvén waves. Investigation at
small scales required large system domains, and thus fast parallel computers. The
model was explicitly parallelized—enabling investigations of M-I coupling processes
on very small temporal and spatial scales.

The generation, reflection, and propagation of Alfvén waves is of importance
to the understanding of M-I coupling processes—it is, in fact, the primary means of
communication of physical processes in the coupled system. Alfvénic reflections
were modeled for two different boundary conditions, and it was shown that the
deformation of the current layer was Alfvénic in character.

Visualizations of the data obtained appear to be consistent with the visual
characteristics of actual discrete aurora in nature. The model reproduces
qualitatively, and semi-quantitatively, in a self-consistent manner, some the

behaviors of the formation and time-evolution of discrete arcs. These include the



iv
narrowness of arcs; electric fields extending parallel outward from the arcs; and fast
(plasma) flows in the region of discrete arcs.

Large-scale models—due to inevitable limitations of computational
resources—need to make large-scale averages of computed properties. In regions of
active small-scale structure, significant under-representation of the Joule heating
occurs. It has been shown that the under-representation of the Joule heating in the
region of active aurora can be as large as a factor of 8. This work includes a
computer-based study of a quantitétive approximation of this underrepresentation

of the Joule heating by global, large-scale models and experimental observations.
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Chapter 1 Introduction

Introduction and Motivation

The sun is the source of virtually all energy on our planet. From the sun
streams a flow of very fast plasma, with a frozen-in magnetic field. This solar wind
interacts with the magnetosphere of the Earth, providing a source of energy, and

determining the dynamics of the coupled magnetosphere-ionosphere system.

The coupling of the magnetosphere and the ionosphere is an important
component of magnetospheric dynamics. The dynamics are determined by
physical processes which occur at the magnetospheric boundaries. The outer
boundary is the magnetopause. The magnetopause is defined as the region where
the magnetospheric effects overcome those of the shocked solar wind plasma. The
inner boundary of the magnetosphere is the ionosphere. For a sketch of the

magnetosphere-ionosphere system, see Figure 1.1.

imerplanetary
Magnetic F

: Magnetopause Current

Figure 1.1 Magnetosphere-lonosphere System [Crooker, Greenwald,
Hesse, Hudson, Hughes, Lyons, Maynard, Ryssel, and Siscoe 1999].



The sun emits a highly conducting plasma at very fast speeds (~500
km/s)—the solar wind. This plasma consists mainly of electrons and protons, with
approximately 5% Helium ions. Because of the plasma’s high conductivity, the
magnetic field of the plasma is frozen in. Please note that—while the solar wind
plasma has an extremely high conductivity—it is not a superconductor.
Superconductors expel magnetic flux, while the magnetic field is “frozen in,” in the

solar wind plasma. At the distance from the sun equal of the Earth’s orbit, typical

values of the electron particle density are ~5 cm ~; typical values of the particle

temperature are 10 > K;and a typical value of the interplanetary magnetic field is

5 nT. Values can vary greatly during storm times.

The solar wind plasma strikes the Earth’s magnetic field. It cannot easily
penetrate, and is slowed—and most of the solar wind passes around this obstacle.
As the solar wind strikes with supersonic speed, a bow shock is generated. As the
solar wind is slowed, some of its potential energy is converted into heat. The area
earthward of the bow shock is called the magnetosheath. It is denser, hotter, and
its magnetic field is stronger than the solar wind. The boundary of the
magnetosheath is defined by the position(s) of the bow shock and the
magnetopause; it represents the boundary of where the plasma conditions of the

solar wind are overcome by those of the magnetosphere.

The magnetosphere is the cavity created by the presence of the Earth’s

magnetic field in the solar wind. The magnetosphere is highly distorted by the



kinetic energy imparted from the solar wind—compressed on the dayside, and

stretched into a long magnetotail on the nightside.

Most of the plasma in the magnetotail is found in the plasma sheet—a sheet
roughly in the plane of the magnetic equator. The remainder is contained in the

magnetotail lobes—a region of much more rarified plasma.

Ultraviolet light continually strikes the dayside of the Earth, ionizing atoms.
At high enough altitudes, collisions become so rare that an abundance of ions

accumulates. This region is called the ionosphere. Typical values of the electron
density are ~10° c¢m ~; typical values of the electron temperature are ~10° K; a

typical value for the magnetic field is 10 * nT. The ionosphere starts at around 100

km above the Earth’s surface, and extends up to around 450 km.

At mid- and low- latitudes, the ionosphere gives rise to a co-rotating (with
the Earth) torus of cooler, but denser, plasma called the plasmasphere. At the

equator, the plasmasphere extends outward to a distance of about 4 R,. Its outer

boundary is the plasmapause.

A diagram of the interaction of the coupled magnetosphere-ionosphere
system is shown in Figure 1.2. The system consists of the ionosphere, where
collisions of charged particles with neutrals cannot be neglected, and the

magnetosphere, where collisions are so infrequent that one can treat it as



4
collisionless. The system is strongly coupled, as the magnetic field connects them.

There is a flow of both energy and momentum between the two systems.

Electric Field lonospheric

Magnetospheric
COnvec:ohn Mappi ' Electric Flelds

Kinetic | Theory Ohm's} Law
Magnetospheric urrent lonospheric
Currents y c%'m%uny ’ Currents

Figure 1.2 Magnetosphere-lonosphere Coupled System (after Fig. 5.16. in Baumjohann
and Treumann, 1997)

Being coupled, a change in one part of the system will change other parts of
the system. A change in the magnetospheric convection will change the electric
field mapped to the ionosphere. lonospheric current flow will then change, due to
the altered electric field, through Ohm’s law. Current continuity requires the
field-aligned currents to close, and this will alter the magnetospheric current

distribution—which is due to the drift of charged particles.

Changes cannot be made in one system without affecting the other. Plasma
motion in the magnetosphere generates Alfvén waves. Alfvén waves are a class of
hydromagnetic waves. They are transverse electromagnetic waves, which

propagate along the direction of the magnetic guide field (Parks 1991). Alfvén



waves impinging on the ionosphere can travel progressively downwards into
regions of higher neutral densities. Continually increasing friction (as the wave
travels deeper into the ionosphere) with the neutrals makes it progressively more
difficult for the charged particles to move—eventually causing the Alfvén wave to
be partially reflected, and partially absorbed. On reaching the magnetosphere, this
Alfvén wave will produce plasma motion, spawning another Alfvén wave. Alfvén
waves are thus the primary means of communication between the coupled

magnetospheric and ionospheric systems.

Gradients in the convection generate field-aligned currents, which
propagate into the ionosphere. (Uniform displacement of magnetic field lines in a
uniform system produces no current. A gradient is required, because uniform
motion would just represent a shift of the plasma, and thus no net current.) These
currents must close perpendicularly to the magnetic field, as they cannot pass
below the lower regions of the ionosphere. The lower ionosphere provides the
lower boundary, at which these currents must close. How these currents close is
determined by properties of the ionosphere. Communication in the
magnetosphere is mainly carried out via Alfvén waves, and these waves carry the
field-aligned current. Therefore, to successfully model these field-aligned currents,

one must include the equations which can resolve Alfvén wave propagation.

Magnetosphere-ionosphere (M-I) coupling has been studied for several
decades. The spatial and temporal resolution considered in the M-I system varies

greatly—ranging from rapidly moving auroral arcs (as small as 100 m), to global
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convection (several thousand km). Various models have been developed to study

M-I coupling at various scales (e.g. Wolf, Harel, Spiro, Voight, Reiff, and Chen 1982;
Harel, Wolf, Reiff, Spiro, Burke, Rich, and Smiddy 1981; Kan 1998; Roble and Rees
1977; Fuller-Rowell and Rees 1980; Sojka 1989; Schunk 1988; Roble, Ridley, and

Dickinson 1987; Maurits and Watkins 1996)

The plasma properties in the different regions of the M-I system vary
greatly. Many methods have been used to model the regions of differing plasma

dynamics. In the majority of the magnetosphere, the plasma is collisionless. In

such regions the frozen-in condition (i.e. E+VxB= 0) applies, and the ideal
magnetohydrodynamic (MHD) equations are used. In the ionosphere, collisions
(electron-neutral, ion-neutral, and Coulomb) generate a finite conductivity—and
the ionosphere is a treated as a partially conducting boundary to the
magnetosphere. Several large-scale steady state M-I coupling models have been
developed (e.g. Axford 1969; Vasyliunas 1970a; Vasyliunas 1972). These models
deal with the global convection pattern, resolved on a temporal scale of several

minutes.

There have also been models developed to simulate large-scale
magnetospheric dynamics (e.g. the Rice convection model for the inner
magnetosphere, see Wolf, Harel, Spiro, Voigt, Reiff, and Chen 1982; Harel, Wolf,

Reiff, Spiro, Burke Rich, and Smiddy 1981). In these simulations, the ionosphere is



usually treated as a height-integrated, partially conducting boundary, and thus

does not fully resolve the ionospheric dynamics.

The basic principles behind the ionospheric plasma dynamics are relatively
well understood (Schunk 1988). Below about 150 km altitude, the plasma in the
ionosphere is characterized by high collision frequencies (electron-neutral,

ion-neutral, and Coulomb). Above 150 km altitude, for both ions and electrons,
collision frequencies are much smaller than the gyro-frequencies; thus, the Ex B
drift of either electrons or ions does not make a contribution to the current.
However, below about 120 km (lower E-region), the ion-neutral collision
frequency (10°s7") can be much higher than the ion gyrofrequency (about 300 s
in a 0.5 gauss geomagnetic field), which means that the mean free path of the ions
is significantly shorter than their gyroradius. Thus the ions in the lower E-region
are no longer drifting in the Ex B direction. The electrons still move with the
Ex B drift. Their gyrofrequency (9x10°s™ assuming a 0.5 gauss geomagnetic
field) is still much higher than their collision frequency (10°s™). The difference
between the ion and electron drift motion gives rise to ionospheric currents
perpendicular to the magnetic field. The component of the ion motion in the
direction of the electric field gives rise to the Pedersen current. This current closes
the field-aligned current. The electron's Ex B drift motion is the main source of

the Hall current in the ionosphere. As the altitude increases from 120 to 150 km,

the ions begin drifting in the Ex B direction.
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Using the definitions of the Pedersen and Hall conductivities, the current in

the ionosphere can be expressed as (c.f. Chapter 2):

; = 00173“ + a,,l-*fl +0,bx E (Equation 1.1)

Where 0,, 0,,and o, are the parallel, Pedersen, and Hall conductivities
respectively; b is the unit vector of the magnetic field; E" and E"L are the

parallel and perpendicular components of the electric field with respect to the
magnetic field. The ionospheric conductivities are determined from the

ion-neutral and electron-neutral collision frequencies.

There have been various models developed to simulate large-scale
convection in the ionosphere (e.g. Roble and Rees 1977; Fuller-Rowell and Rees
1980; Sojka 1989; Schunk 1988; Roble, Ridley, and Dickinson 1987; Maurits and
Watkins 1996). For all these models, the velocity distribution is prescribed at the

top of the simulation domain.

These can be useful to study large-scale ionospheric convection. However,
they are unable to resolve either small spatial structures, or changes evolving on
fast temporal scales. This is because, in order to run a global simulation, sacrifices

in spatial and temporal scales must be made—as computer resources are limited.

All these models (necessarily) use a relatively long time step. Thus, the
inertia term in the momentum equation (c.f. Equation 2.2) ends up being

neglected. This eliminates the ability to model important plasma waves (Alfvén,
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slow, and fast waves). The models are therefore unable to model the field-aligned

current formation and subsequent evolution characteristic of small-scale auroral

structures.

Auroral arcs can exhibit very small-scale structure (a width of as small as
100 m, e.g. Maggs and Davis 1968; Borovsky 1993). Arcs can also move rather
quickly (several km per second)—faster than the usual velocity of the ambient

plasma. Thus arcs display both small spatial and fast temporal scales.

To properly depict M-I coupling, a model must be able to resolve the
relevant spatial and temporal scales. Such a model, for two dimensions, was

developed (Zhu, Otto, Lummerzheim, Rees, and Lanchester 2001).

A new three-dimensional model is described in Chapter 2. Explicit
parallelization greatly enhanced the size of the system domain—which allowed for
modeling on very small spatial scales. With this model, we have been able to
reproduce self-consistent features of discrete arc formation and evolution: i.e. very
thin structures, reminiscent of actual auroral arcs; velocity shear parallel to the
thin precipitation regions; and electric fields forming perpendicularly to the arc
structures. Results also show that the ionosphere has significant feedback into

magnetospheric evolution.

There are many unresolved issues of M-I coupling. The model developed in
this thesis enabled the studying of some of these issues on fine numerical and

spatial scales. A fully height-resolved, realistic ionosphere was modeled—which
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enabled the study of Alfvén wave reflection. Discrete electron precipitation

regions were modeled, and their time-evolution was observed. These regions,

both qualitatively and semi-quantitatively, resemble discrete aurora.

Large-scale experimental observations and global models have limited spatial
and temporal resolution, and yield parameters that are averaged both in space and
in time. These large-scale experimental observations can fail to resolve accurate
values for many important physical processes. A computer model designed to look
at small-scale temporal and spatial scales was employed to make quantitative

measurement of the Joule heating occurring over various scale averages.

Because of the (unavoidable) underestimation of the Joule heating in global
models, they fail to match up with observations. Even with present-day
computational resources, the largest supercomputers have limited ability to
resolve small scales over a global simulation domain. Attempting to mitigate this

mismatch was a partial motivation for this work.

A study was made of the under-measurement of Joule heating in the region
of small-scale structure—showing as much as a factor of 8 under-valuing of the

actual heating.

Outline of the Thesis
A three-dimensional, three-fluid (ion, electron, neutral) model is described
in Chapter 2. An existing model (originally developed by Birk and Otto 1996) was

explicitly parallelized. This enabled the quantitative, self-consistent simulation of
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the dynamics and structures of the ionosphere on fast temporal scales, and on

small spatial scales. The model was designed to study the aurora, specifically

discrete arcs.

The model includes a full set of dynamic equations for the neutrals, ions,
and electrons. The height profile of the density and temperature of the neutrals is
set phenomenologically—with two settings, depending on the level of solar
activity. It computes the ion-neutral, electron-neutral, and Coulomb collision
frequencies. The inclusion of the inertia terms in the momentum equation enables
the modeling of Alfvén waves. This is essential to the successful modeling of the

M-I system on small spatial and temporal scales.

This model has been employed to study M-I coupling processes, with
emphasis on fast dynamics and small-scale structure. Several relevant and
interesting results were obtained—pointing to the conclusion that ionospheric

processes significantly alter magnetospheric dynamics.

Chapter 3 describes studies made of evolving M-I processes at small
spatial and temporal scales. A self-consistent mechanism for the formation and
evolution of discrete arcs was developed. An in-depth look was taken at reflection
of Alfvén waves from the lower ionospheric boundary, and the development of

consistent ionospheric conductivities.

Using the model, it was shown that the current sheet that forms as part of

the mechanism of discrete arc formation has Alfvénic boundaries, and that the
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propagation of Alfvén waves, on these boundaries, causes the spreading of the

field-aligned current.

In Chapter 4, considerations of the Joule heating associated with
small-scale structures were explored, using the model. Large-scale observation
and global models have limited spatial and temporal resolution, and yield
parameters that are averaged in space and time. These large-scale observations
fail to resolve true values for many important physical processes—resulting in an
underestimation. (The same model was used to study Alfvén waves, with the
added utility of calculating Joule heating on differing scale sizes.) This model was
designed to look at small-scale temporal and spatial scales, and was employed to
make quantitative measurement of the Joule heating occurring over various scale
averages. This resulted in a quantitative approximation on the underestimation of
the value of the Joule heating for large-scale models. A strong (approximately
factor as high as eight) change was found from the smallest to largest scale

averaging.

A summary of the simulation results is made in Chapter 5. Some

suggestions for future work are also presented.
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Chapter 2: Methodology
M-I coupling is complex. Models are often employed to understand the
underlying processes. This chapter describes the equations developed for this

work, and how they are solved.

The interaction of a highly collisionless plasma with a strongly collision
dominated plasma requires an extension of the usual fluid plasma equations, to
include the transport which dominates ionospheric dynamics. A code originally
written by Birk and Otto (1996) was explicitly parallelized, enabling a study of the
fine-scale structure of M-I (magnetosphere-ionsophere) coupling on very fine
temporal and spatial scales. It is believed that this model successfully reproduces
all the physics (e.g. Alfvén wave propagation and reflection, inertia, friction)

relevant to the problems addressed.

The model includes ionospheric transport as source terms (mass,
momentum, energy) in the set of fluid plasma equations. The model is three-fluid
(electrons, ions, neutrals). The set of equations used in the model is shown below.

For the complete set of equations, see (Birk and Otto, 1996).

P
ot (Equation 2.1 Ion Continuity Equation)

— = -V-(pvv)- %Vp+p§+(Vx B)x B

+0(e= Bo)= DV (1= Bo)= pv, (¥, - ¥) (Equation 2.2 lon-Inertia Equation)
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B _ +Vx(Vx B)- Vx(nVx B)
ot (Equation 2.3)

%’tz- -v-Vp-ypV-v+(- Bp)T,
Wy =2V x BY e, - —¥uP_ (T — T,,)(—"’L""L"—+un,)(v- v,,)z]
m,+m, m +m,

(Equation 2.4)

d (., dT,
+3v, (T,-T,)+— £
eﬁ( n e) az()\k &z)

(Note that in the model, electron temperature terms were not used. Also, the
electron temperature equation was not employed. For the study of Joule heating
and Alfvén waves, one does not need the Hall conductivites; however, one does

need the Pederson conductivities.)

Here p and p, arethe total plasma and neutral mass density; m, and
m, are the ion and neutral particlemass; 7,, T,,and T, are the electron, ion,
and neutral temperatures; p, p,,and p, are the total plasma pressure, electron

pressure, and neutral pressure; n is the plasma number density; v, v,,and v,

are the plasma, electron, and neutral velocities; B is the magnetic induction
vector; g is gravitational acceleration; ¢ is the ionization rate; v,, isthe

ion-neutral, v, isthe Coulomb, and v, is the effective collision frequency

€

between electrons and neutrals; 7 is the resistivity; y and y, are the ratios of

specific heats for the plasma and neutrals; e, is the average energy that goes into
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electron heating for each ionization process (a typical valueis 2eV); A, isthe

electron heat conduction coefficient; and k = 1/(y - 1). For energy conservation, it

isrequired that y, = y = 5/3. The resistivity in the simulation is given by:

nN=Mn. N, +N;, (Equation 2-5)

with n, = Av,1,, n,= Av,1,,and n, = Av,r,. Where v,, v,,and v, are
the electron-ion, electron-neutral, and ion-neutral collision frequencies, the

parameterization of v,, v,,and v, isgivenin (Schunk, 1983), t, = [,/v, isthe

2
. c . . .
Alfvén time; and A= ( ) is a normalization coefficient.
w

pe’Q
The model assumes:

n=n,=n (Equation 2.6)
p=n(m,+m) (Equation 2.7)
P=P.*Pi (Equation 2.8)
pV =PV, + Py, (Equation 2.9)

The model assumes quasineutrality. This prevents the development of
oscillations on the order of the plasma frequency. The physical argument for this is
that the Debye length is very small. This is fortunate, as the inclusion of
oscillations in the model on the order of plasma frequency not assuming
quasineutrality would cause the model to be computationally untenable on the

considered spatial and temporal scales, even with modern computing resources.
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Thus, the model does not reproduce Langmuir waves. There is a set of similar

equations for the neutrals. The inclusion of the ion-inertia terms (the terms to the
left of the equals sign—and the first term to the right of it, in Equation 2.2) enables

the model to produce Alfvén waves.

The model conserves mass, momentum, and energy. The transport
coefficients are chosen semi-empirically as functions of mass and temperature.
Please note that there is no self-consistent treatment of kinetic processes
(collisions, ionization, and recombination)—however, the model does have
ionization and recombination. There is momentum transfer between neutrals and

plasma. The model includes collisional thermalization, and dissipative terms.

Quantities are normalized to the horizontal length scale [, =1.0 km; the

vertical length scale to [, = 100 km; the plasma and neutral number density n

and n, to n,= 50,000 cm 3; the mass m,, m,,and m, tothe mass of a carbon
atom m, = m,,;the massdensity p and p, to p,= nym,; the magnetic field B

to B,= 0.5G;the vertical velocity v, v,,and v, tothe Alfvén velocity

1

Vv, = B()(‘uopo)_E (1,220 km s ); the horizontal velocity v, and v, to L

LOVA
(2.44 km s '); the pressure p, p,,and p, to P,= B2/(2u,); T, and T, to

T, = B /(nyk) (k= the Boltzmann constant); and the time ¢ to the characteristic

[
Alfvén time T, = -2, typically 0.1 seconds.
v

A
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Model Boundary Conditions

One must assume boundary conditions to solve the model equations.
However, the system has no physical boundaries. This section describes the
boundary conditions employed, and the motivation for said choice of boundary

conditions.

The model employs Cartesian coordinates. The x and y directions are
chosen perpendicularly and parallel to the current layer, respectively. The z
direction is chosen in the vertical direction. The grid in the x-direction is
irregularly spaced—in order to increase resolution near the current sheet. The
grid in the z-direction is also irregularly spaced—to increase resolution towards
the bottom of the simulation domain (the ionosphere). Present values allow a
maximum resolution of 0.1 km in the x-direction, a maximum resolution of 0.4 km
is possible in the y-direction, and a maximum of resolution of 250 km is possible in

the z-direction.

At the positive and negative x boundaries, boundary conditions for
densities, pressures, and temperatures are computed by extrapolation
(continuous boundary conditions). That is, the values at the mathematical

boundary were extrapolated from those at the physical boundary.

The magnetic field B, the current ], and the plasma velocity v are

determined from Ohm's law (see below). After the boundary conditions for
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density p and pressure p are obtained, the collision frequencies are

computed. The electric field is extrapolated from the physical boundary at the x

boundaries, and the Pedersen and Hall conductivities are used to compute the
current density from ; = o-E onthe boundary. The normal component of the

magnetic field B is determined from the relation V-B= 0.

Periodic boundary conditions were employed in the y-direction—that is,
the values at the lower y boundary were mapped to the upper y-boundary. This

allowed waves to freely propagate through the system.

At the lower z boundary, two different boundary conditions were chosen.
The first was identical to the x boundary conditions (above), and allowed the
magnetic field lines to map out of the lower boundary of the system. The second

set magnetic perturbations in the x and y directions to zero (6B, = B, = 0). This

enabled the ionospheric currents to close, at the bottom of the system domain.

At the top boundary (z ~ few R,), the value at the mathematical boundary
is computed by extrapolation of the values at the physical boundary, for most
quantities. This maintains the initial perturbation for the Alfvén waves, and it is
intended to allow the transmission of the waves that are reflected in the lower

ionosphere.

The values for the magnetic field and the plasma velocity at the top of the

simulation are imposed (upper z boundary). This spawns a downward-traveling
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Alfvén wave, and permits the reflected Alfvén (from the ionosphere) to pass

through the top of the simulation domain.

Model Initial Conditions
Initial conditions are needed to solve the model equations. This presents a
challenge—as M-I coupled systems do not have “initial conditions.” This section

describes the initial conditions chosen, and the motivation for said choice.

The collision frequencies v,,, v,,and v, are computed as initial

conditions.

The magnetic field (at the top of the simulation domain—the

magnetosphere) is given by:

b=0
b, = b tanh(x)+ lvvo-@}ﬁ(——zx—)l[l + tanh(ﬁx—"‘“ﬁg)} (Equation 2.10)
- — ' coshz(f) 2 4
3
b2
b = _20 — 0
: " cosh?(x)

The velocity at the top of the simulation domain (the magnetosphere) is

given by:

v, =0

X

1 b 1 tanh(2x) 1 {l+tanh(x—xmax+20) (Equation 2.11)

0
“——Vyo—"-
4

v, o= ——
R cosh’(f) 2
3

v: = j v:Op
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See Figure 2.1.

These boundary conditions were chosen to produce a clean, “pure Alfvén
wave.” (Other conditions chosen would produce a “noise” of different plasma
waves.) This superposition of differing types of plasma waves (traveling at
different speeds) was not only more numerically untenable, but would have made

this numerical study less precise and more difficult.

In the computation of the y-components of the magnetic field (Equation
2.11), the first hyperbolic tangent produces a shear across the simulation. The
ratio of the hyperbolic tangent to the square of the hyperbolic cosine (second
term) strengthens the magnetic shear across the simulation domain. The third
term, a hyperbolic tangent, heightens the magnetic shear towards the center of the

y-range.

< -«
<« €
€ < < «< <<
> » > > P
—_—> —— -——:
>

Figure 2.1 Imposed Shear (Vectors) at the Top of the Simulation Domain—for Either the Magnetic
Field or the Velocity (Differing only by Constants). Such a Choice of Conditions Facilitated the
Spawning of a "Clean Alfvén Wave."”
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Please note that the mass density is conserved, at 1 = nym,. Thus, as the

molecular weight decreases with altitude, the numerical density (normalized to

50,000 cm ) increases accordingly.

Note that it is the gradient that causes the generation of the field-aligned
current. A uniform deformation of the magnetic field everywhere in the simulation

would result in just a shift of conditions, and no net current.

Derivation of Ohm'’s Law

Ohm’s law provides the equation of motion for electrons and when
combined with the induction equation it determines the evolution of the magnetic
field (Equation 2.3). It is thus of vital importance in the understanding of
ionospheric dynamics. The derivation of the version of Ohm’s law used in the

model follows.

The starting point for this derivation is the general momentum equation for
the electron and the various ion species. However, the form used in the simulation

(Equation 2.3) is different from the one commonly used:

P v -(n55) = -V L+ (B 5, x B)
or m Som .

§

(Equation 2.12)

¥
—2 ny,(v.—v.)+nv,—unyv +P
kmy
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Where ¢, isthe ionization frequency; u, isthe recombination frequency;

v, is the (elastic/symmetric) collision frequency for momentum exchange; and

fﬁ, is the first moment of the inelastic collision operator.

The electron and ion momentum equations are thus given by: (Note

that charge neutrality is assumed: n, = n; = n.)

- L L

Ve o V- (15,7,)= = V1L, = S n(E+ 7, x B)+ ng
ot m, m,

-v,.n(v, = v,)= v, n(v,-v,)- n(uv, - wv,)

o, _ -V (nv,v,)- —LV-LI,. - L WE+ v, x B)+ng
ot m; m;

—v (V= V,)= v, n(¥,— )= n(uv, - i¥,) (Equation 2.13)

To bring this into a more suitable form to replace electron and ion velocity,
current, and electric field, one rearranges the momentum equations for the

electrons and neutrals:

€

(V,-V,)m=— (%, -v,)x B+E+V,x By+ —T,
e en Venn
(= 5. )m = —5 (G, = ¥, )x B+ B+, x B+ ——T
MVin Vit (Equation 2.14)
where

Tm -2 V(03,5,)- V- IL + 1§

v n(v,=v,)- n(u,v,-vnv,)
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T = -@a—:’i- V-(17,5.)- -V -IL + ng

_Vein(;i - ;1.‘)— n(lue{;i - Ve{;n)
Separating into the parallel and perpendicular (of B) components, the

parallel components are given by:

- - e |
(v,=v,) =- + T,
i R
V-V, =- ¢ E + 1 I, (Equation 2.15)
my v, n

The perpendicular components are given by:

(3,-7,), = —‘?—{-——"———(E +V,x B)- ——_bx(E+V x1§)l

2 n
me w +V wC€+V€’l
v | = w, 1, =

+—F——T, +—“—5—bxT,
W, +v, n W, +V,, n
- e
Vi=v)=—|-— (E +v, xB)— bx(E+v xB)

m| w,; +V w +V
4 Vin _l_T P l_g;xf (Equation 2.16)
w’+vin w+vin '

Then, using E = E+ v, X B, one obtains Ohm’s Law: (Note that the

reference frame is the rest frame of the neutrals.)

23

v, = v, =
j= UE +o,,b><E+0'0ql - —%—el, +—"—el,
wl +v2 W +v,
w, A ®,; ;=
-——*—ebxT,- — ebxT,
W + Y, W+, (Equation 2.17 Ohm’s Law)
where
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éen a)cze (1)‘2‘
o, =—
h B 2 2 2 2
wce + Ven wci + Vm
en w w
00 - ____( ce + Cl )
B Ven + Vei Vm

These are the Pedersen, Hall, and parallel conductivities.

Relevant Scale Sizes and Model Limitations
Model results are valid over a certain range of spatial and time scales. This
section describes the spatial and temporal scales employed in the model. Model

limitations are also discussed.

The relevant physical length scales are the ion inertial scale (~50 km at 100

R [ =

km above the Earth's surface), and the electron inertia length (= (ﬂ) £ 467
m

i pi

km). (The electron inertia is neglected.) Note that the ion skin depth is given by

1

w,

1
2 2\3 A1
=(4_:m,.z_e) —132x10°Z 22 1%,

m; seC

[

1

1
where u(- -m—) was chosen at > (carbon); n, was chosen at 10°cm’. The ion

m,

inertia scale can easily be resolved by the parallel model. It could only have been
marginally resolved by the serial code. The electron inertial length (skin depth)
can marginally be resolved by the parallel model (Inclusion by four or more grid
points at 1 km/grid point resolution—comfortably resolved by later runs with the
parallel model). However, since temporal changes associated with electron inertia

are even faster than the subsecond scales considered here, electron inertia is
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neglected in the model (Equation 2.3). This enabled the study of micro-scale

physics in the ionosphere and lower magnetosphere on very small spatial and

temporal scales.

Including the ion inertia, and not assuming a steady-state condition,
enables the model to reproduce small-scale ionospheric processes, e.g. the
formation of a field-aligned current layer. This is essential to the description of the
formation and evolution of discrete aurora. The model can also reproduce Alfvén
wave propagation—and the height-dependent collision frequencies can reproduce

realistic ionospheric conductances (and thus Alfvénic reflections).

The three-fluid (electrons, ions, neutrals) approach enables the simulation
of ionospheric (i.e. Hall/Pederson) currents—and thus current closure, via
Pedersen currents, in the lower ionosphere. The model can also simulate realistic
small-scale heating processes. The treatment of all ions as singly-charged ions, of
height-dependent mass, however, cannot reproduce those quantities—which

would require a multi-fluid approach.

Please note that the “base IDL routines” were originally developed by
Antonius Otto. Dr. Otto also wrote the IDL code that checked for Alfvénic
perturbations (Chapter 3). Dr. Otto also wrote the IDL routines which show the
3-D current sheet deformations (Figure 3.9 and Figure 3.23).

An extant, serial, 3-dimensional code was explicitly parallelilized—for any

arbritrary, 1-dimensional domain scheme. The nature of this code is laid out in
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express detail in this chapter and the first four appendices. No additional

physics was added to the model (save for a new Joule heating routine)—however,
the vastly increased system sizes, made possible by the parallelization, allowed for

the addressing of new problems.

The explicit parallelization of a very complex (coupled partial differential
equations) extant code, for a generalized parallelization scheme, and a generalized
(but still orthogonal) grid—as well as the development of a routine to
automatically calculate the Joule heating, for a generalized set of scale sizes, are
entirely new contributions. Both represent significant achievements in both code

design and implementation.

In this work, every effort has been made in the model to capture the
relevant physics behind the questions in hand. The model supplies a consistent,
complete description of the problems addressed in the thesis. The model
shows—qualitatively—(and semi-quantitatively) some of the features of discrete
auroral arcs, including narrow arc formation, fast plasma flows in the region of
discrete arcs, and the formation and maintenance of a parallel (to the magnetic
“guide field”) electric field. The model also investigated the Joule heating over

multiple length scales, in the region of discrete aurora.
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Chapter 3 Alfvénic Model Physics and Implementation Details

Introduction and Motivation

The formation and time evolution of discrete auroral arcs has been one of the
most enduring problems of auroral physics. Unresolved issues are the narrowness
of arcs, current sheet structures above the arcs, electric fields extending parallel
outwards from the arcs, fast (plasma) flows in the region of discrete arcs, and the

formation and maintenance of parallel electric fields—deep into the ionosphere.

In this chapter, we discuss a potential mechanism for the formation and
time-evolution of discrete auroral arcs. It is shown that this model
qualitatively—and semi-quantitatively—reproduces, in a self-consistent manner,

many of the properties of discrete aurora.

The review of accelerator and generator mechanisms that follows indicates
several issues insufficiently addressed or integrated in the research literature.
These include the thinness of arcs (around 100 m in thickness, although arcs of less
than 70 m are extant); fast plasma flows, at speeds up to 90 km/s, at a height of 110
km above the Earth’s surface (Vogt, 1999); and the formulation and maintenance of
parallel electric fields deep into the ionosphere. Discrete aurora have streams of
electrons of approximately 10 keV energies, in a very narrow spectrum (Mcllwanin,
1960). These streams of electrons are accelerated by parallel electric fields, which

penetrate deep into the ionosphere (Lysak, 1990).
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Theories on the formation of auroral arcs abound in the literature. For this
chapter, they have been separated into auroral arc generator mechanisms, and

electron-acceleration mechanisms.

Accelerator Mechanisms

The following is a breakdown of theories for the mechanisms believed
responsible for the acceleration of electrons into the region of formation for auroral
arcs. Electrons are accelerated along magnetic field lines, which pass into the

auroral region.

a) Static magnetosphere-ionosphere coupling (Lyons 1980; Lyons 1981; Kan
and Lee 1980; Chiu and Cornwall 1980; Lee and Kan 1981; Chiu, Newman, and

Cornwall 1981; Goertz 1985; Weimer, Goertz, Gurnett, Maynard, and Burch 1985)

In the theory of static magnetosphere-ionosphere coupling, a perpendicular
electric field in the magnetosphere causes the production of a current loop that
closes in the ionosphere. For the formation of an auroral arc, a parallel potential
must develop along field lines (to have currents flowing down and back through the
magnetosphere), while a potential must develop perpendicularly to the field, in

order to get currents to flow in the ionsophere.

b) Particle anisotropies in the dipole magnetic field (Alfvén and Falthammar
1963; Persson 1963; Persson 1966; Lennartsson 1976; Lennartsson 1977;

Ponyavin, Pudovkin, and Sazhin 1977)
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If one assumes that ions and electrons have a different pitch angle
distribution in the magnetosphere, then they will be reflected (mirrored) at
different locations in the ionsophere. This will produce an ambipolar separation in
the charge, and a resultant electric field. Note that the ions (mirroring after the

electrons) must have sufficient energy to cross this electric field.
c} Thermoelectric contact potential (Hultqvist 1971)

When two regions of plasma at different temperatures come into contact
with each other, an electric field forms between them, because of the loss of
electrons from the warmer plasma to the cooler plasma. This has been proposed as

a theory for the formation of auroral electric fields.

d) Strong plasma double layers (Albert and Lindstrom 1970; Carlqvist and

Bostrom 1970; Block 1972; Block 1978; Gurnett 1972; Hubbard and joyce 1979)

Sometimes, regions of strong electric fields form in a collisionless plasma, in
regions where current is flowing. It has been put forward that these regions—called
“double layers”—may provide the driving force for the acceleration of auroral

electrons.

e) Electrostatic shocks (Swift 1975; Swift 1976; Swift 1979a; Hudson and

Mozer 1978; Hudson and Potter 1981)

Very similar to the theory of double layers as means of accelerating auroral

electrons, the electrostatic shocks treatment differs only in the solution of the
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Poisson-Vlasov equations. They are solved with the restriction that the spatial

gradient of the layers is small, in relation to the gyroradii.

f) lon-acoustic double layers (Lotko and Kennel 1983; Hudson, Lotko, Roth,
and Witt 1983; Hudson, Crystal, Lotko, and Barnes 1987; Bujarbarua and Goswami

1985; Lotko 1986; Prakash and Lysak 1992)

In the theory of ion-acoustic double layers, there are localized regions of
drops in potential. It is believed that electrons gain energy by passing downward

through successive regions of these drops.

g) Kinetic (oblique) Alfvén waves (Hasegawa and Chen 1976; Goertz and
Boswell 1979; Leontyev and Lyatskiy 1980; Lysak and Carlson 1981; Dungey 1982;

Lysak and Dum 1983)

From the wave polarization:

a 1A
H_% ¢ kixK
E, 9 k[I+X
ox, (Equation 3.1 Wave Polarization

Equation)

One can see in the limit of perpendicular wavelengths becoming much larger
than the electron inertial length, the parallel electric field vanishes. As the limit of

the perpendicular wavelength approaches zero, the wave becomes electrostatic.
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Therefore, as the waves travel further into the ionosphere (waves less able to
oscillate, due to friction with the neutrals), these conditions require fine structure

(Swift 2007).

h) Electromagnetic ion-cyclotron waves (Temerin, McFadden, Boehm,

Carlson, and Lotko 1986; Temerin and Cravens 1990)

The theory of electromagnetic ion-cyclotron waves is similar to the that of
the oblique Alfvén wave model (above). Mainly, that a parallel electric field forms
for a parallel k vector greater than zero. However, in the oblique Alfvén model
electrons are accelerated impulsively; where in the electromagnetic ion-cyclotron
waves accelerate model electrons are accelerated more slowly, in a manner similar

to that of a linear accelerator.

i) Anomalous resistivity (Palmadesso, Coffey, Osakow, and Papadopoulos
1974; lonson, Ong, and Fontheim 1976; Mozer 1976; Papadopoulos 1977; Galeev

1983; Stasiewicz 1984)

In the theory of anomalous resistivity, the momentum of drifting electrons is
transferred to ions in a plasma. This produces a resistive electric field. It is believed
that electrons are accelerated by such a [magnetic] field-aligned electric field.
Coulomb collisions provide too weak a mechanism for arc formation. However,
scattering by plasma waves may provide enough momentum transfer for this

mechanism to function.
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j) Lower-hybrid-wave Landau resonances (Bingham, Bryant, and Hall 1984;
Bingham, Bryant, and 1988; Bryant, Hall, and Bingham 1991; Bryant, Cook, Wang, de

Angelis, and Perry 1991)

As a potential accelerator mechanism for auroral arc formation, it is
proposed that electrons are accelerated by Landau resonances with a range of
lower-hybrid waves. For this to occur, the lower-hybrid waves would have to have
field aligned phase velocities that exceed the electron-thermal speed. Such a
spectrum of waves would Landau resonate with electrons traveling at suprathermal

velocities.

k) Electron precipitation induced by auroral kilometric radiation (Calvert

1982; Calvert 1987)

In the theory of auroral kilometric radiation, it is proposed that sufficiently
energetic electrons in the magnetosphere are deflected into the ionosphere by
pitch-angle scattering. The mechanism is believed to be standing electromagnetic
waves in density cavities; these waves are often referred to as auroral kilometric

radiation.

1) Lower-hybrid-wave broadened DC electrostatic structure (Smith 1986a;

Smith 1986b; Smith 1987)
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In the lower-hybrid-wave broadened DC electrostatic structure model, it is
put forth that cross-(magnetic) field currents induced by lower-hybrid-wave

turbulence broaden the current channel within a potential structure.

Generator Mechanisms
In this section, generator mechanisms (mechanisms that are proposed to
generate an electric field along magnetic field lines which pass into the auroral

region) are discussed.

m) Shear in the low-latitude boundary layer (Eastman, Hones, Barne, and
Asbridge 1976; Sonnerup 1980; Bythrow, Heelis, Hanson, Power, and Hoffman

1981; Heikkila 1984; Lundin and Evans 1985; Lotko, Sonnerup, and Lysak 1987)

If plasma is flowing across a magnetic field, the associated inertial of the flow
can function as a (MHD) generator. This can produce electrical currents, where the
flow is sheared across field lines. It has been proposed that the Earth’s low-latitude
boundary layer maps to the polar regions, and these flows are driving auroral

currents.

n) Shear in the plasma sheet (Rostoker and Bostrom 1976; Hasegawa and

Sato 1979; Birn and Hesse 1991; Birn, Hesse, and Schindler 1992)

Similarly, it has been proposed that flows in the plasma sheet can function as
an (MHD) generator, due to their inertia. It is theorized that this can drive

field-aligned currents from the region of the current sheet.
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0) Magnetic-field-line reconnection (Akasofu, Chapman, and Kendall 1967;

Sato and lijima 1979; Atkinson, Creutzberg, and Gattinger 1989; Atkinson 1992)

Reconnection in the magnetotail may drive auroral currents. This may be a
mapping to X-type reconnection field lines, or to the compression from the outflows

from the reconnection region.

p) Poynting-flux absorption on a resonance layer in the outer edge of the
plasma sheet (Goertz 1983; Goertz 1984; Goertz 1990; Harrold, Goertz, Smith, and

Hansen 1990)

It has been proposed that magnetosonic waves can be produced by the solar
wind transferring its kinetic energy to the magnetosphere. Then, Alfvén waves are
produced across density gradients on the surface of the plasma-sheet. This is
believed to be a resonant process, driven by the conversion of magnetosonic wave
energy, by a resonant conversion of magnetosonic wave energy. Then, Alfvén waves
transfer their energy to kinetic energy of particles, driven by electric fields along the

[magnetic] field lines.

q) lonospheric-conductivity feedback instability (Ogawa and Sato 1971; Sato

and Holzer 1973; Sato 1978; Lysak 1986; Lysak 1991; Watanabe and Sato 1988)

It has been theorized that a patch of enhanced conductivity may form

between a downward (towards the Earth’s surface) and upward traveling
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ionospheric currents. It is believed that the conductivity will increase with current

flow, developing over time into an auroral arc.

r) Earthward ion streams in the plasma-sheet boundary layer (Kan 1975;
Kan and Akasofu 1976; Lui, Hones, Yasuhara, Akasofu, and Bame 1977; Lyons and

Evans 1984; Lyons 1991)

High-energy ions follow in narrow structures along field lines, originating
from the plasma-sheet boundary layers. It has been put forward that perhaps these
ions are transferring their energy to elections thought an electrostatic potential

structure, resulting in the formation of auroral arcs.

s) Earthward electron streams in the plasma-sheet boundary layer (Onsager,

Thomsen, Elphic, and Gosling 1991)

Similarly, it has been theorized that electron beams of high energy (~10
keV), streaming from the outer edges of the plasma-sheet, can result in the
formation of auroral arcs. This is believed to occur from either conversion of the
electron stream to kinetic energy by means of an electrostatic potential structure, or

by direct precipitation.

t) Pressure gradients in the plasma sheet (Vasyliunas 1970b; Kern 1967;

Block 1984; Galperin and Volosevich 1989; Galperin, Volosevich, and Zelenyi 1992)

A current along the [magnetic] field line will result from a gradient in the

particle pressure perpendicular to a gradient in the magnetic induction (with the
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further requirement that both gradients are perpendicular to the guide field). It has
been put forward that by this mechanism, gradients in the magnetosphere may

produce auroral arcs.

u) Electrostatic fluid turbulence in the plasma sheet (Swift 1977; Swift

1979b; Swift 1981a; Swift 1981b; Lotko and Schultz 1988; Song and Lysak 1988)

It is believed that electrostatic Ex B-drift spawned turbulence behaves in a
similar fashion to two-dimensional Navier-Stokes turbulence in the magnetosphere.
When energy is transferred into the magnetosphere, at differing plasma spatial
scales, this will result in growing of eddies of a specific size. Swift argued that arcs
formed by these mechanisms would be isotropic, and not aligned in an east-west

configuration.

v) Earthward plasma flow into a high-conductivity zone (Rothwell, Silevitch,

Block, and Falthammar 1991)

In this model, the auroral arc produces a region of high conductivity, into
which plasma streams. The auroral arc uses as its source of energy the kinetic

energy of plasma flowing from the plasma-sheet.
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Discussion of Models

None of the models above provide a complete, consistent description for the
formation and evolution of discrete auroral arcs. They fail to account for the
thinness of aurora arcs by at least an order of magnitude (Borovsky 1993). A new

theory is needed.

Alfvén waves are the primary means of communicating information from the
ionosphere to the magnetosphere (and vice versa). In the following sections, a
model is developed which shows that the edges of the current sheet (part of the
formation mechanism of discrete arcs expounded) is formed by magnetic shear, and
deformed by Alfvénic perturbations on its surface. The model
shows—qualitatively— (and semi-quantitatively) some of the features of discrete
auroral arcs, including narrow arc formation, fast plasma flows in the region of
discrete arcs, and the formation and maintenance of a parallel (to the magnetic

“guide field") electric field.

Simple Alfvén Wave

In order to investigate our premise that Alfvén waves play in the generation
and time evolution of discrete arcs, we first consider the idealized case of an
“infinite (Alfvénic) wave train,” reflecting from the ionosphere. Such a derivation
will be used extensively in making quantitative measurements of Alfvén waves from

the ionosphere.
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As a first approximation in the modeling of an Alfvénic reflection, the
behavior of an infinite wave train normally incident on the ionsophere is
considered. The scheme is outlined in Figure 3.1. Infinite wave trains of velocity and
magnetic perturbations travel down from the top of the figure. Then, in three
“snapshots” of time, their behavior is shown. Note that the velocity and magnetic
perturbations reflect in different directions. This is permissible for an Alfvén wave;

perturbations in the magnetic field may be positive or negative.

Derivation of the Reflection Coefficient

Derived below is the reflection coefficient for an infinite Alfvén wave train,
normally incident upon the ionosphere. This relation will make quantitative
measurements of Alfvénic reflections in the general case. (For a complete derivation,

see Scholer, 1970.)
Assuming an incoming “infinite wave train” (of constant magnitude), one has:

For the incoming wave:

OB dv
yoy !
Where are the magnetic and velocity perturbations in y, respectively,

and the i and o subscripts denote the incoming and outgoing wave. The velocity with

the A subscript denotes the Alfvén speed. See Fig. 3.1.



For the outgoing wave:
0B, = B,
‘S"'v =%
B

=——_0
Vo = v,

B

X

(The minus sign is a due to the change in wave propagation direction.)
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Figure 3.1 Alfvén Reflection (After Fig. 3 in
Otto, Lummerzheim, Rees and

Zhu,
Lanchester 2001)



The Pederson current (which closes currents in the ionosphere), is defined

as:
j= o
Integrated:
[=ZE
I:, = f jdz
fp= =B,
)

With direction(s) determined from Vx B= uof (j.= —1——5-65‘,). Please note that

2%

for a perfectly conducting ionosphere, dv=v, +v, = 0.

out

. 1 (0B, 1
I = fl;dx" #_Ofa"dx" u_o(‘SBy (2)"‘SBy|<1>)

1
I,.= —(B +B,)

0
=2 (E,+E,)
=2 B (v, +v,)

Note: E=vxB

Substituting for v,, v, gives:

B+ B, = ugv,Z,(B;- By) (Equation 3.2)

or

B - UV 2 —IB

PoVaZ, +1
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1

z-
_2(. r)- ——-—-———-‘u(l)vA
i Zp —
U()VA
Where u,v, is the “Alfvénic impedance.”
Diagnostic
From Equation 3.2 and using E = v x B:
Av/iv, 1

AB/B, B o2, Vs

Which can be rearranged as:

A
AB  u,2,B,
Or:
Y
" u.B, Av

Av
Thus, the Pedersen Conductivity is uniquely defined by the ratio of AB. Note

that while this condition holds even for Alfvén waves propagating through the
system, it is violated (does not hold) for regions where field-aligned currents exist.
Figures 3.3a and 3.3b show a snapshot of this ratio of the velocity in the z-direction,
over the magnetic field in the z-direction (color code). This ratio is shown to be

constant, in all regions save those which contain the field-aligned current.

Reconnection Region
At the start of the simulation run, an initial perturbation in the form of a

region of transient resistivity is turned on in a small, localized area. This causes a
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region of patchy reconnection to form (c.f. Fig. 3.3). This “reconnection region” has

the form of:

| | . 1
cosh? 2= % coshz(z) coshz(X:—y—‘“—a"—)
5 2 2

Multiplied by the “time factor” of:
4n exp(— 1—)
4

Where 7 is the resistivity (0.05) and ¢ is the time.

The resulting parallel electric field from this reconnection results in currents
that turn on a current-dependent resistivity. The reconnection region is maintained
by these existing currents. In fact, the region grows in size over time. The magnetic
shear provides the source of free energy—in addition to the shear flow, applied at
the top of the system. Magnetic shear is generated through shear flow in the
simulation. An initial field-aligned current layer is assumed and shear flow imposed
at the top boundary is used to generate additional Poynting flux, which intensifies

the current layer (and magnetic shear) in the absence of dissipation.

Possible physical explanations for this initial localized electric field

component parallel to the magnetic field are

a) double layers (Block 1975; Swift 1975; Lee and Kan 1981)

b) electrostatic shocks (Kan 1975)
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¢) particle inertia (Seyler 1990)

Consider the condition of a superconductor. If either a maximum current
value is exceeded, or there is too rapid a change in the current value, the
superconductivity is lost. The magnetosphere is a superconducting plasma; the
presence of this initial localized electric field component corresponds to too fast a

flow resulting in a loss of this superconductivity. The system has become “choked.”

In this model, progressive reconnecting of field lines at increasing distance
from the initial current layer causes the spreading of the auroral arcs. The detailed

mechanism of this process is examined in detail later in this chapter.
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@

Figure 3.2a Velocity Perturbations Over Magnetic Field
Perturbations (Boundary Conditions A) for a Cut in the
z-Plane at 230 km
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Figure 3.2b Velocity Perturbations Over Magnetic Field
Perturbations (Boundary Conditions B) for a Cut in the z-Plane at
230 km



Figure 3.3 Reconnection Region (after Fig. 2a in Otto and Birk 1993)
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Alfvén Wave Reflection

Of primary importance is how currents close in the ionosphere. Further
downward in the ionosphere, collisions with the neutrals increase. Eventually,
collisions become so frequent, that ions—with their much larger gyroradius—can

no longer complete their gyrations without (statistically) having a collision. As ions

can no longer freely ExB drift, they will start traveling along the electric field. This

is the so-called Pedersen current.

Field-aligned currents are carried (mainly) by electrons. The Pedersen
current is carried (mainly) by ions. Current is closed in the ionsophere by the

Pedersen current.

For an Alfvén wave traveling downward into the ionosphere, eventually
collisions with the neutrals will cause both (all) conductivities to fall too low
(resistivities to rise too high) for the ions to freely move, and the wave will be
reflected. Next, we discuss some practical issues in developing a computational

simulation.

Boundary Conditions A
Modification of the original boundary condition was required for the model,
because the original way of handling the magnetic field at the lower boundary

resulted in an unrealistically low ionospheric conductivity, which caused too rapid



48

flows to develop in the ionosphere—with resultant numerical instability. In this

case, the components of the magnetic field were assumed symmetric.

Boundary Conditions B
As mentioned above, a new way of treating the lower boundary of the
simulation was required. At the mathematical [lower] boundary, the magnetic

perturbations in x and y were set to zero (B, = 8B, = 0).

Unfortunately, this change resulted in large fluxes into and out of grid
points—and areas of low density. These large fluxes resulted in some of the areas of
low density becoming areas of negative density—with resultant numerical

instability.

This required the implementation of a new smoothing algorithm. The new
algorithm only performs “local smoothing.” as opposed to the previous smoothing
routine, which performed smoothing on the entire simulation domain. This enabled
calling the smoothing algorithm more often—without “washing out” the relevant

physics.

To obtain realistic ionospheric conductivities, the collision frequencies (of
the ions with the neutrals) had to be increased. Note that this meant that the time

step had to be decreased—in order to resolve the new shorter collision times.
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Fig 3.4 shows the progressive Alfvén wave propagation from the upper
boundary, and subsequent reflection from the lower boundary (for Boundary
Conditions A). This figure shows a snapshot of velocity vectors and velocity in the
z-direction (color code). One can see some “stirring” of the plasma at the bottom of
the simulation domain, and a resulting (smaller) Alfvén wave being generated and
moving upwards. This is a result of the system responding to a non-equilibrium
situation—in the only way it can, by offsetting these conditions by the promotion of

an electric field via plasma motion.

In Fig. 3.5, the Alfvén relation is shown. This figure shows a snapshot of the
ratio of the velocity perturbations to the magnetic perturbations (color code). For a
wave to be an Alfvén wave, the ratio of its velocity perturbations to its magnetic
perturbations must be either plus or minus 1. (This is the Whalen relation.) The

figure shows that the wave is question is clearly Alfvénic in character.

Fig 3.6 shows the progressive Alfvén wave propagation from the upper
boundary, and reflection from the lower boundary—Boundary Conditions B. This
figure shows a snaphot of the velocity vectors and velocity in the z-direction (color

code).

One very notable difference of the evolution of the system from previous

boundary conditions is the formation of an upward-traveling Alfvén wave. The



magnetic shear (an initial condition) creates the current sheet—which places the

system in a non-equilibrium condition. The only way that this system can sustain

this situation is by producing an electric field via plasma motion (E’ = VX é).
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Figure 3.4 Progression of an Alfvén Wave (Boundary
Conditions A) at 7.5, 22.5, 37.5, 52.5, 67.5, and 82.5 Alfvén
Times. Cuts Are Taken at 12 km in the y-Plane (Mid-Point)
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Figure 3.5 The Alfvén Relation. The Alfvén Relation is Shown for 30 Alfvén Times, in the x-z Plane, aty =

6 km. This Shows That at a Value of +1, the Wave in Question is Definitely an Alfvén Wave,



7
175

13

120

time= 22 Velocity V2/Vx
0.

175

time = §7
0.26 175

LRITITY2Y
AR2112 31

AITIENE1))

R dbbidig

0.25

0.40

.62

0.26

time= 37  Velocity V2/Vx
175 T

time= 82  Vgjocity Vz/Vx
175
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Introduction to the Simulation

Inventory of Runs

After the examination of a simple Alfvén wave formation and reflection we
will now investigate the results of changing system paramenters. Shown below is an
inventory of the runs, used during the study. The parameters varied were the
boundary conditions, the symmetry of the shear at the top of the simulation, the
velocity of the shear prescribed at the top of the simulation, the collisions (of ions

with the neutrals), and the plasma density.

For a detailed description of the motivation for altering the lower boundary
conditions, c.f. Chapter 2. The symmetry of the shear at the top of the simulation
domain was varied in order to investigate changes in “parity” of various properties
in the simulation. (By an addition, or subtraction, of a constant value, the shear
applied at the top of the simulation domain could be made to be either symmetric,
or anti-symmetric (c.f. Fig 2.1).) The velocity of the shear applied at the top of the
simulation box was altered in order to investigate the effects of differing the
amounts of Poynting flux into the system (nominal value, in system units, was 0.5).
Varying the collisions (of ions with the neutrals) and the (plasma) density was
performed in order to investigate the changes this made in the height-integrated

Pedersen conductivity (c.f. Chapter 2).



Table 3.1 Inventory of Runs
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Sigma=1 Reference run—collisions, symmetry,
shear all “nominal”
Old b.c. Ideally conducting ionosphere,

remaining parameters nominal

Sigma= 1 symmetry

Nominal collisions, symmetric velocity
and magnetic shear

Sigma =1 velocity

Nominal collisions, nominal symmetric
(asymmetric shear), heightened velocity
shear (2x nominal)

figma=1.2 1.2x collisions, “older run”
Sigma=1.5 1.5x collisions, “older run”
*

figma=2 2x collisions, “older run”
Sigma=5 5x collisions

Sigma=5 symmetry

5x collisions, symmetric velocity shear

Sigma=5 velocity

5x collisions, enhanced velocity shear

Sigma=7.5 7.5x collisions, “older run”

*

Sigma=10 10x collisions, note that the time step
had to be altered

density Enhanced [plasma] density towards the

bottom of the simulation—all other
parameters nominal

* denotes “old data”

Shown below is a table of the conductances, computed for the various

runs in the study. Recall that:

|_AB
uoB, Av

Note that these were measure at time step of 15 Alfvén times.




Table 3.2 Computed Conductances
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Time | Deltav B Delta | Deltav/ R Sigma
step nought | B Delta B Pedersen
Sigma=1 |15 0.20435 |4 0.78 10.26199 0.58479 | 0.95422
Sigma=1 |15 0.20440 |4 0.78 | 0.26206 0.58470 | 0.95397
symmetry
Sigma=1 |15 0.20435 |4 0.78 |{0.26199 0.58479 | 0.95421
velocity
Sigma=1. |15 0.18152 |4 0.71 | 0.25567 0.59277 | 0.97781
2
* v
Sigma=1. |15 0.15375 | 4 0.73 [0.21062 0.65204 | 1.18696
5
*
Sigma=2 |15 0.12416 |4 0.75 | 0.16555 0.71592 | 1.51009
*
Sigma=5 |15 0.06414 |4 092 |[0.06972 0.86964 | 3.58572
Sigma=5 |15 0.06414 |4 092 |0.06971 0.86965 | 3.58586
symmetry
Sigma=5 |15 0.06414 |4 092 |0.06972 0.86963 | 3.58538
velocity
Sigma=7. |15 0.04931 |4 0.94 |0.05245 0.90031 | 4.76568
5
*
Sigma=10 | 15 0.03942 |4 094 |0.04194 0.91948 | 5.96018
Density 15 0.16233 | 4 0.96 |0.16909 0.71072 | 1.47843
* denotes
“old data”
Basic Properties

An imposed magnetic shear causes the formation of a current layer:

1
Ky

j=

Vxé
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Fig. 3.7 shows an idealized depiction of this sheer. This sheer results in the
formation of the current sheet. Fig. 3.8 shows this magnetic shear, as viewed from
above. As the magnetic shear has a “net curl,” this produces a current—the current
sheet. The opposing magnetic shear serves as an “energy source” for the developing

instability.

Fig. 3.9 shows the 3-D structures of deformation of the current sheet, for
Boundary Conditions A—for 7.5, 15, 22.5, 30, 37.4, and 45 Alfvén times,
respectively. The figure shows the equipotential surface of the current sheet, chosen
phenomenologically. One can see in the first frame, the disturbance produced by the
Initial Perturbation, and the Alfvén waves flowing away from it. Note that there is
deformation of the current sheet without reconnection. The deformation of the
current sheet, and enhanced reconnection (electric fields) in the vicinity are very
similar to observations of actual discrete aurora. The remaining frames show the

(ideal) reflection of the Alfvén wave from the top of the simulation domain.



Figure3.7 Magnetic Shear (3d View) (after Fig. 1 in Otto and Birk 1993)
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Figure 3.8 Magnetic Shear—Viewed From Above
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Figure 3.9 3-D Structures of Deformation of the Current Sheet, for Boundary Conditions A, for 7.5,
15, 22.5, 30, 37.5, and 45 Alfvén Times, Respectively. One Can See in the First Frame, the
Disturbance Produced by the Initial Perturbation, and the Alfvén Waves Flowing Away From It. The
Remaining Frames Show the (Ideal) Reflection of the Alfvén Wave From the Top of the Simulation
Domain.
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Fig. 3.10 shows the idealized appearance of the reconnection region—both
the magnetic field line configuration, and the velocity outflow. The magnetic field is
in a classic “X-line” configuration, and there are strong velocity outflows to the sides.

These are the hallmarks of magnetic reconnection (Otto, 1998).

The appearance of the reconnection region can be seen in Fig. 3.11. This
shows a snapshot of parallel electric field lines parallel electric field magnitude
(color code) on the left, and parallel current field lines, and parallel current
magnitude (color code). It is highly localized, and at a height of 5,980 km. Shown in
Fig. 3.12 is the appearance of the reconnection region, integrated [through the
entire simulation domain] in x. This figure shows a snapshot of (integrated) parallel
electric field lines and (integrated) parallel electric field magnitude (color code) on
the left, and (integrated) parallel current field lines and (integrated) parallel current
magnitude (color code) on the left. Please note that the reconnection region has
spread into two regions. The reconnection region moves downward, as the

simulation progresses.

Fig. 3.13 shows the magnetic field in the region of reconnection region. This
figure shows a snapshot of magnetic field vectors, and the magnitude of the

magnetic field in the z-direction (color code). One can see an X-line developing. An
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X-line is the (idealized) juncture of two magnetic field lines, undergoing
reconnection. Fig. 3.14 shows the velocity perturbations in the region of the
reconnection region. This figure shows a snapshot of velocity field vectors, and the
magnitude of the velocity in the z-direction (color code). Notice the strong flows,

above and below the reconnection region—consistent with magnetic reconnection.

Fig. 3.15 and Fig. 16 show the velocity perturbation and electric
perturbations, respectively, in a z-plane—towards the bottom of the simulation
domain, for the reference run, in the ionosphere. Figure 3.15 shows a snapshot of
the velocity field vectors, and the magnitude of the velocity in the z-direction (color
code). Figure 3.16 shows the electric field vectors, and the magnitude of the electric
field in the z-direction (color code). These plots also show two very aurora-like
features: The electric field spreading directly outward from a narrow [mostly
electron] precipitation region—and a corresponding velocity shear (carried by the
Alfvén waves) parallel to these thin precipitation regions. These behaviors closely
resemble the electric and velocity fields near actual auroral arcs (Haerendel,

Buchert, La Hoz, Raaf, and Rieger 1993).
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Figure 3.10 Idealized Appearance of the Reconnection Region (z-plane)










































































































































































































































































































































































































