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Abstract

This thesis presents studies of the Arctic middle atmosphere using Incoherent Scatter Radar (ISR) and resonance lidar at Poker Flat Research Range (PFRR), Chatanika, Alaska. The Poker Flat Incoherent Scatter Radar (PFISR) provides measurements of mesospheric turbulence and the resonance lidar provides measurements of mesospheric nickel layer. We develop retrieval and analysis techniques to determine the characteristics of the turbulence and the nickel layer. We present measurements of mesospheric turbulence with PFISR on 23 April 2008 and 18 February 2013. We characterize mesospheric turbulence in terms of the energy dissipation rate as a function of altitude and time on these days. We present an extensive analysis of the radar measurements to show that the use of high quality PFISR data and an accurate characterization of the geophysical conditions are essential to achieve accurate turbulent measurements. We find that the retrieved values of the energy dissipation rate vary significantly based on how the data is selected. We present measurements of mesospheric nickel layer with resonance lidar on the night of 27-28 November 2012 and 20-21 December 2012. We characterize the mesospheric nickel layer in terms of the nickel concentration as a function of altitude on these days. We find that our nickel concentrations are significantly higher than expected from studies of meteors. We present an extensive analysis of the lidar measurements to show that these measurements of unexpectedly high values of the nickel concentrations are accurate and not biased by the lidar measurements.
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Chapter 1 Introduction

1.1 The middle atmosphere

The middle atmosphere is located between ~10 km and ~100 km, and includes the stratosphere, mesosphere and lower thermosphere (Figure 1.1). The middle atmosphere is of great interest because phenomena in this region are important for understanding the circulation and composition of the atmosphere [e.g., Brasseur and Solomon, 2005]. The presence of the stratospheric ozone layer is of particular interest, especially since the discovery of the Antarctic ozone hole in the 1980s [Farman et al., 1985; Solomon, 1999]. The ozone layer protects the earth from UV radiation from the sun and the depletion of the layer can cause serious health problems [e.g., Atkinson et al., 1989]. The catalytic cycle with nitrogen oxides (i.e., NOx) is a significant mechanism for stratosphere ozone loss. Downward transport of NOx produced by auroral activity in the mesosphere or lower thermosphere is well-recognized [Funke et al., 2005; Randall et al., 2001, 2006; Siskind et al., 2000]. Hence studying vertical transport processes contributes to our understanding of the variability of the ozone layer. In Figure 1.1, we show a figure of the atmosphere and identify several regions and features that are the focus of this thesis.

Wave breaking and mesospheric metal layers are important phenomena in the middle atmosphere. Wave breaking is a source of energy and momentum that generates vertical transport in the middle atmosphere [e.g., Andrews et al., 1987]. Phenomena like stratospheric sudden warmings (SSWs) and mesospheric inversion layers (MILs) are related to wave breaking in the middle atmosphere region [Matsuno, 1971; Wu, 2000; Salby et al., 2002; Irving et al., 2014]. Study of these phenomena helps us understand the dynamical processes (e.g., polar vortex and
Figure 1.1. Vertical structure of the atmosphere along with altitude ranges of important phenomena in the atmosphere. These phenomena are: ozone layer (~10-60 km), planetary wave breaking (~40-100 km), gravity wave breaking (~60-100 km), mesospheric metal layers (~70-120 km), ionosphere D-region (~60-90 km) and E-region (~90-130 km). Locations of meteors and aurora are also indicated in the left panel. The panel on the left side is taken from Ahrens [2013]
mesospheric turbulence) that have been linked to vertical transport of the catalytic chemicals that contribute to ozone depletion [Randall et al., 2006; Smith et al., 2011].

The mesospheric metal layers are important for the study of the interaction of meteoroids with the atmosphere [von Zahn et al., 2002]. Mesospheric metal layers are also tracers of the dynamical and chemical processes and meteorological conditions in the middle atmosphere. Downward transportation of metal species from meteoric sources to lower atmosphere is also observed [Gardner et al., 2005; Gardner and Liu, 2010]. Hence the metal species are tracers of vertical transport and studying the structure of the metal layers can help us understand vertical transport processes in the atmosphere.

1.2 Wave breaking and turbulence

Waves are important processes in the atmosphere. Gravity waves are oscillations produced at low altitude by vertically displaced air parcels [e.g., Brasseur and Solomon, 2005]. The restoring force of gravity waves is the buoyancy force (not to be confused with gravitational waves). Causes of gravity waves include orographic features like mountains or non-orographic features like thunder storms, jets, and fronts. Gravity waves can propagate upward through the atmosphere. The amplitude of vertically propagating gravity waves increases as the inverse square of density [Brasseur and Solomon, 2005]. Since the air density decreases with altitude, at a certain point, the amplitude of the gravity waves will be large enough to cause an adiabatic lapse rate. The wave will become unstable and break, depositing energy and momentum. This breaking of gravity wave usually happens in the upper mesosphere [Fritts and Alexander, 2003]. This energy and momentum carried by gravity waves from the lower to upper atmosphere is a
major driver of the middle atmosphere circulation and yields the cold summer mesopause and warm winter mesopause.

Planetary waves (Rossby waves) are large scale waves caused by orography, weather systems and land-sea contrasts. The restoring force of planetary waves is the variation of Coriolis force with latitude. Planetary waves propagate upwards, westwards, and equatorwards in the atmosphere. The upward propagation of planetary waves requires a western zonal wind [Brasseur and Solomon, 2005]. This condition is fulfilled in the winter. When the phase speeds of the planetary waves reach the zonal mean wind, they lose their energy and break. Breaking of planetary waves also deposits momentum and energy in the middle atmosphere. Breaking of planetary waves causes SSW event [Matsuno, 1971].

Wave breaking causes turbulence in the mesosphere with kinetic energy transported from the waves to turbulence. Turbulent mixing is the dominant mixing process in the upper mesosphere [Wayne, 1991]. Turbulence is also important for transporting materials vertically in the atmosphere. This vertical transport can affect the composition, chemistry and dynamics of the atmosphere. For instance, early model results in the 1960s showed that turbulent diffusion transports atomic oxygen [Colegrove et. al., 1965, 1966]. The significance of mesospheric turbulence to the composition and circulation of the mesosphere has been further confirmed by other studies [e.g., Hodges, 1969; Lindzen, 1971; Garcia and Solomon, 1985]. Vertical transport is also important to the coupling between mesosphere and lower thermosphere. Recent studies have shown that large scale transport cannot explain the transport of NOx from the thermosphere to mesosphere and that mesospheric turbulence might be important for this transport [Smith et. al., 2011]. Turbulence also contributes to the energy budget of the middle atmosphere. Observational and modeling studies have shown that turbulent heating is on average as strong as
radiative and chemical heating [Lübken, 1997; Becker, 2011]. However, turbulence caused by gravity wave breaking remains one of the least quantified aspects of how gravity waves influence the middle atmosphere.

A major challenge in measuring and characterizing mesosphere turbulence is that the measured turbulent parameters vary significantly with different observing methods and environmental conditions [Lübken, 1997; Lehmacher and Lübken, 1995; Bishop et al., 2004; Lehmacher et al., 2006; Collins et al., 2011; Lehmacher et al., 2011]. We present some measurements of the turbulent energy dissipation rate by both in-situ and remote sensing method in Figure 1.2. The energy dissipation rate can vary from 1 mW/kg to 1000 mW/kg over the mesosphere-lower-thermosphere (MLT, 60-90 km) region, which correspond to a heating rate of 0.086 K/day to 86 K/day. As a comparison, the heating rate caused by vertical heat flux induced by gravity waves in this region is ~±40 K/day [Gardner and Liu, 2007]. Hence measurements of turbulent parameters under well-defined meteorological conditions are essential for studying and understanding the properties of turbulence, and hence the wave-induced vertical transport processes.
Figure 1.2. Measurements of turbulent energy dissipation rate in the middle atmosphere region. The sources of the data are: Lübken, [1997] (L97); Lehmacher and Lübken, [1995] (L&L95); Bishop et al., [2004] (Betal04); Lehmacher et al., [2006] (Letal06); Collins et al., [2011] (Cetal11); Lehmacher et al., [2011] (Letal11).
1.3 Radar detection of turbulence

The ionosphere (~60 km-1000 km) is where the neutral air is ionized by short wave radiation and/or precipitation of energetic particles [Brasseur and Solomon, 2005]. It can be divided into D-region (~60 km – 90 km), E region (~90 km – 130 km) and F region (above 130 km). In the D-region, the electrons come mostly from the ionization of NO molecules by photons and cosmic rays [Kelley, 1989; Baumjohann and Treumann, 1997]. The existence of electrons in the D-region makes it possible to measure turbulence with radars. The Mesosphere-Stratosphere-Troposphere (MST) radar technique has been used to measure turbulence in the D-region (mesosphere) since the 1980s [Hocking, 1985; Lübken 2014]. However, the ability of incoherent scatter radar, ISR, to detect D-region turbulence has not been reported until recently [Nicolls et al., 2010]. The D-region, unlike the E- and F- regions, is dominated by collisions with neutral particles. This fact makes the incoherent scatter spectrum in this region different from that of E and F region, and allows us to retrieve the characteristics of neutral turbulence from the ISR spectrum.

The Advanced Modular Incoherent Scatter Radar (AMISR) system is a highly modular and mobile radar system [Nicolls et al., 2007; Heinselman and Nicolls, 2008]. The most important feature of AMISR is the ability of pulse-to-pulse steering provided by phasing the antenna array. This feature of the AMISR-class radars allows it to study rapidly moving and changing space targets while the high mobility of the AMISR system makes it possible to easily relocate the system to proper geophysically interesting locations [Valentic et al., 2013]. Poker Flat Incoherent Scatter Radar (PFISR) is one of the three current established AMISR-class radar facilities. The other two AMISR-class radars are at Resolute Bay, Nunavut, Canada (Resolute ISR North, RISR-N and Resolute ISR Canada, RISR-C). PFISR is located at Poker Flat Research
PFISR has been running since it was installed in December 2006 and has provided continuous measurements of ionosphere from altitudes of 60 km to a few hundred km with high vertical resolution (750 m) and high time resolution (1 minute) in one direction or lower time resolution in multiple directions [Nicolls and Heinselman, 2007].

PFISR measurements of D-region turbulence that drew on the radar’s high vertical resolution and narrow beam-width (1°) have been presented recently [Nicolls et al., 2010]. Nevertheless, the measurement of turbulence wasn’t the primary topic of that study and the quality of the turbulent retrievals was not presented by the authors. In this thesis, we review the theory of ISR and radar turbulent measurement. We independently develop a method to retrieve the turbulent energy dissipation rate from the spectra measured by ISR. Our method also allows us to quantify the uncertainty in the measurements. Through this method, we examine the ability of PFISR to detect turbulence under different D-region conditions.

1.4 Mesospheric metal layers

The mesospheric metal layers, which are located in the upper atmosphere (~70-120 km), were first observed in the 1920s by sodium (Na) airglow [Slipher, 1929] and in the 1960s by Na resonance lidar [Bowman et al., 1969]. These mesospheric metal layers are formed by meteoric ablation that has been directly observed by resonance lidars [Kane and Gardner, 1993; Kelley et al., 2000; von Zahn et al., 2002]. About 40000 tonnes (4×10^7 kg) per year of matter from outer space enters the Earth’s atmosphere as meteoroids [Flynn, 2002]. Meteoroids are the debris of comets and asteroids. Meteoroids vary from small dust particles to large rocks. When a meteoroid enters the atmosphere, the surface is heated due to friction with air. Since the air
density increases as the meteoroid falls, at a certain point the air will be dense enough for the meteoroid to ablate. This ablation happens around 90 km and produces layers of free metals around this altitude. Since different metals have different evaporation temperatures, the peak ablation will differ in altitude for different metal species. The layers of different metal atoms exist between 70 and 120 km. Larger meteoroids survive the transit through the atmosphere and impact the ground and are called meteorites. A meteorite fall indicates that the fall was observed and the meteorite was recovered after the fall. A meteorite find indicates that a meteorite was found without observation of the fall. Large meteoroids only account for a small fraction of the total mass captured by the earth from outer space and most of the mass is deposited in the atmosphere. The mesospheric metal layers allow study of the atmospheric deposition of the meteoroids. Furthermore, studying the metal layers gives us a bettering understanding of the chemical processes and composition of the upper atmosphere [Delgado et al., 2006; Delgado et al., 2012].

In chondrites, which are the most common type of meteorites, significant amounts of sodium (Na), potassium (K), iron (Fe), magnesium (Mg), calcium (Ca), nickel (Ni) and aluminum (Al) exist [Plane, 1991]. The same species of metals exist in the mesosphere metal layers. These metals have strong resonance absorption and emission of light. The mesospheric metal layers have been measured by resonance lidar since the first Na measurement in the 1960s [Bowman et al., 1969]. Since then, extensive lidar observations of the metal layers have been made [e.g., Chu and Papen, 2005; Gardner and Collins, 2015]. Na measurements are most common since the Na D line has a very large scattering cross-section and the Na lidar employs well-established laser technology. Observations of K, Li, Ca, and Fe have also been made by resonance lidar. [Felix et al., 1973; Jegou et al., 1980; Granier et al., 1985, 1989]. The development and routine operation
of resonance lidars with high precision Doppler spectroscopy has yielded high resolution observations of metals (i.e., iron, sodium, and potassium), winds, and temperatures [e.g., She et al., 2004; Höffner and Lautenbach, 2009; Chu et al., 2011]. These lidar observations have prompted studies of gas-phase chemistry as well as heterogeneous chemistry in the presence of mesospheric ice particles and dust [e.g., Plane et al., 2004; Lübken and Höffner, 2004; Gelinas et al., 2005; Thayer and Pan, 2006]. These studies have yielded chemical schemes for Na and Fe that have allowed comprehensive testing of contemporary global circulation models to constrain atmospheric variables and also understand meteoric deposition in the upper atmosphere [e.g., Gardner et al., 2005; Feng et al., 2013; Marsh et al., 2013].

The mass fraction of Ni in chondrites is 1.5% [Lodders and Fegley, 1998]. However, no lidar observation of Ni in the mesosphere has been made. A recent satellite study based on airglow suggests that the mesospheric Ni layer should have a similar altitude distribution as Fe [Evans et al., 2011]. Lidar measurement of the Ni layer will help us yield a better understanding of the dynamics and chemistry in the mesosphere and the interaction of meteoroids with the atmosphere. Coincident measurements of multiple metal species are valuable as they force consistency in the models in the presence of uncertainty in background species such as atomic oxygen, ozone, water vapor, and aerosols. Mesospheric K and Na have attracted interest, as despite both being alkali metals, the abundances of the mesospheric layers show different seasonal variations and this has been attributed to differences in cluster-ion chemistry [Eska et al., 1998; Plane et al., 2006]. Similarly, observations of Ni would complement the studies of Fe and yield better understanding of the chemistry of transition metals in the mesosphere.

In this study, we present the first detection and characterization of the mesospheric nickel layer, using the excimer-pumped dye laser at the Lidar Research Lab at PFRR (LRL-PFRR). The
lidar observation of the nickel layer were first presented by Martus [2013]. In this study, I developed the lidar retrieval methods to yield an accurate estimate of the nickel concentration. The study presented here is an expanded form of the published work by Collins, Li and Martus, *First lidar observation of the mesospheric nickel layer*, published in Geophysical Research Letters [Collins et al., 2015]. I also presented this work as a poster presentation on the Coupling, Energetics and Dynamics of Atmospheric Regions (CEDAR) workshop in 2014 [Li et al., 2014].

The observations were made on the nights of 27-28 November 2012 and 20-21 December 2012 at PFRR, Chatanika, Alaska (65°N, 147°W). We carefully and systematically validate our measurements and present estimate of the characteristics of the nickel layer, such as density, spatial parameters. We compare our estimate of the Ni concentration with other data retrieved from meteoric research and conclude that our measurement of the abundance of Ni is the atmosphere is higher than expected.

### 1.5 Scope of this study

This thesis presents results of two studies: the PFISR measurement of mesospheric turbulence, and resonance lidar detection and characterization of mesospheric nickel layer. Both of these instruments (PFISR and resonance lidar) were originally designed to do other studies. PFISR was designed to measure ionosphere parameters, while the excimer dye lidar system was designed to measure the mesospheric iron and sodium layers. We expand the ability of the two systems to make new measurements. We improve our confidence in the results using statistical methods, including hypothesis testing and Monte Carlo experiments.

In Chapter 2, we review and summarize the theory of turbulence, incoherent scatter radar, and radar measurements of turbulence. In Chapter 3, we present measurements and analysis of
mesospheric turbulence by PFISR. In Chapter 4, we present measurements and analysis of the nickel layer by resonance lidar. In Chapter 3 and 4 we extensively discuss the quality of the measurements and develop methods to quantify the uncertainty in the measurements. Finally, in Chapter 5 we summarize our results and conclusions and discuss possible future work.
Chapter 2 Theory of ISR turbulence measurements

2.1 Turbulence

Turbulent flows are the most common flows in nature. In both science and society, turbulence is primarily associated with randomness and unpredictability. However, not all random flows are turbulent. In modern theory, turbulence is characterized by randomness, nonlinearity, diffusivity, vorticity, and dissipation [Tennekes and Lumley, 1972; Kundu and Cohen, 2008]. Due to the randomness and non-linearity, turbulent motions are not predictable. Researchers need tools other than dynamic equations to describe turbulent flows.

Statistical tools are critical in analyzing random phenomena. The concept of the energy cascade is the key of our current understanding to turbulence. This concept was first suggested in the 1920s in the field of numerical weather prediction but not widely appreciated [Richardson, 1922]. Richardson proposed that in turbulence, kinetic energy is transferred from large scales to small scales, until the scale is small enough that the energy is dissipated by viscosity. This concept gives us a picture of turbulence, namely that turbulence consists of eddies of different sizes. Large eddies are unstable and break down to smaller eddies with a transfer of kinetic energy from the larger eddy to the smaller eddy. This transfer continues to even smaller eddies. Eventually the eddy size is small enough that viscosity converts the kinetic energy to heat. In the 1940s a formal statistical theory of turbulence was developed that described the spectral properties of turbulent flows [Kolmogorov, 1941a, 1941b]

We summarize Kolmogorov’s theory following the style of current textbooks [e.g., Kundu and Cohen, 2008; Pope, 2000]. Like Richardson, Kolmogorov presents free turbulence as an isotropic and homogenous flow defined by a cascade of eddies, where inertial forces
dominate over viscous forces and buoyancy forces. Under these conditions the energy spectrum of the turbulence is given by Kolmogorov’s famous 5/3 law,

\[ E(k) = C \varepsilon^{2/3} k^{-5/3} \]

where \( E \) is the spectral energy density (J/(kg (rad/m))), \( k \) is the wavenumber (rad/m), \( \varepsilon \) is the energy dissipation rate (W/kg), and \( C \) is a constant. Kolmogorov derived this form from dimensional analysis under the hypothesis that the form of the spectrum depends only on the energy dissipation rate. This spectrum describes the motion of eddies of size, \( l \), that lie in a specific range of sizes, \( L_B > l > l_0 \), where \( L_B \) is the outer scale and \( l_0 \) is the inner scale. This range is called the inertial subrange. The inner scale defines the size of the smallest eddies, and is the scale where viscous forces equal inertial forces. At smaller scales the viscous forces dominate and the energy is dissipated by viscosity rather than transferred to smaller eddies. This range is called the viscous subrange. The outer scale defines the size of the largest eddies, and is the scale where energy is transferred from the background flow to the turbulence. Kolmogorov showed that the inner scale is determined by the energy dissipation rate, and the kinematic viscosity, \( \nu \),

\[ l_0 = \left( \frac{\nu^3}{\varepsilon} \right)^{1/4} \]

At this scale there is also a characteristic velocity, \( v_0 = (\nu \varepsilon)^{1/4} \), and characteristic time, \( \tau_0 = \frac{l_0}{v_0} \).

To define the outer scale \( L_B \) we must consider the nonlinear behavior of turbulence and the fact that for turbulence to be generated, the background fluid flow must reach some threshold condition.
The first threshold condition is that inertial forces must dominate over viscous forces for turbulence to form in the background flow. This condition is defined by the Reynolds number, Re,

\[ Re = \frac{\rho u \partial u / \partial x}{\mu \partial^2 u / \partial x^2} = \frac{\rho U^2 L}{\mu U / L^2} = \frac{UL}{v} \]  \hspace{1cm} (2.3)

where L is the length scale while U is the velocity scale. As the Reynolds number rises a laminar flow becomes turbulent, usually at a value of \( \sim 2000 \) [Davidson, 2004]. We see that as flow speed increases (or the fluid becomes less viscous) the Reynolds number increases and turbulence is generated. We note that at the inner scale, \( l_0 \), the local Reynolds number has a value of 1, indicating that at the inner scale the inertial forces equal the viscous forces. The second threshold condition is that the background flow must be unstable. This condition is defined by the Richardson number, Ri,

\[ Ri = \frac{g \partial \theta / \partial z}{\theta \partial^2 u / \partial z^2} = \frac{N^2 L^2}{U^2} \]  \hspace{1cm} (2.4)

where g is the gravitational constant, \( \theta \) is the potential temperature, N is the buoyancy frequency, U is the velocity scale, and L is the length scale. The Richardson number defines the stability of the fluid. In a stratified flow, when two parcels are exchanged at different altitudes, if the kinetic energy gained from the mean flow is less than the increase in potential energy, the exchange is forbidden and the fluid is stable. Conversely, if the kinetic energy gained from the mean flow is greater than the increase in potential energy, the exchange is allowed and the fluid is unstable [Dutton, 1986]. When \( Ri > 1/4 \) is satisfied everywhere, the fluid is absolutely stable while the condition \( Ri < 1/4 \) allows, but does not guarantee, instability. For turbulence we consider that...
the background flow becomes unstable at the largest scale, or outer scale, $L_B$. At any scale, $L$, the energy dissipation rate is given by,

$$\varepsilon \sim \frac{U^2}{L/U} = \frac{U^3}{L}$$

Thus the Richardson number can be defined in terms of the energy dissipation rate as,

$$Ri = \frac{N^2 L^2}{(\varepsilon L)^{2/3}}$$

From Equation 2.6, if the background flow ceases to be absolutely stable at $Ri = 1/4$ we can determine $L_B$ as,

$$L_B = 2^{-3/2} \varepsilon^{1/2} N^{-3/2}$$

Combining Equations 2.2, 2.3 and 2.5, we see that the range of scales from $L_B$ to $l_0$ is defined in terms of $Re$ as,

$$\frac{L_B}{l_0} = \text{Re}^{3/4}$$

Thus we see that the Richardson number defines the scale when turbulence start to develop, $L_B$, while the Reynold number defines the width of the range where turbulence exists, $\frac{L_B}{l_0}$. For a Reynolds number of 2000, the ratio of $L_B$ to $l_0$ is 300. Together Re and Ri define the inertial subrange where turbulence is free from the influences of environmental factors, (e.g., gravity, viscosity and geometry of mean flow) and only depends on the energy dissipation rate.

The values of $L_B$ and $l_0$ above represent fluid flow under idealized conditions. In reality the inner scale $l_0$ is given by,
\[ l_0 = c_1 \left( \frac{\nu^3}{\varepsilon} \right)^{1/4} \]  

where the constant \( c_1 \) is of the order 10 [Hocking 1985; Lübken et al., 1993]. The outer scale \( L_B \) is given by,

\[ L_B = \frac{2\pi}{0.62} \varepsilon^{-1/2} N^{3/2} \]

which is a factor of 30 times greater than the idealized outer scale [Weinstock, 1978; Lübken et al., 1993]. We present a diagram of the energy spectrum for the whole scale range in Figure 2.1. The spectral form in the inertial and viscous subranges is modeled by,

\[ E(k) = c \varepsilon^{2/3} \frac{k^{-5/3}}{\left[1 + (k / k_0)^{8/3}\right]^2} \]  

where \( k_0 = 2\pi / l_0 \) is the inertial wavenumber [Lübken et al., 1993]. The spectral form in the buoyancy range is given by,

\[ E(k) = c \varepsilon^{2/3} \frac{k^{-5/3}}{\left[1 + (k / k_B)^3\right]} \]

where \( k_B = 2\pi / L_B \) is the buoyancy wavenumber [Hocking, 1999]. The spectral parameters are taken from Lübken et al. [1993].

It is not possible to measure the turbulent (or any) energy dissipation rate, \( \varepsilon \), directly. We must use an indirect method to measure \( \varepsilon \). We can relate the energy dissipation rate to the turbulent velocity fluctuations by noting that the kinetic energy per unit mass of the turbulence is given by,
Figure 2.1. A representative turbulent energy spectrum over different scale ranges. The spectrum is determined by: Equation 2.12 in the buoyancy range, Equation 2.1 in the inertial subrange, and Equation 2.11 in the viscous range. The parameters of the atmosphere and turbulence are: $e=100\text{mW/kg}$, $u = 1.0 \text{ m}^2/\text{s}$, $N = 2\pi/300 \text{ rad/s}$ [Lübken et al., 1993] and the constant $C=1.531$ [Hocking, 1999]. The corresponding value of $k_B$ is $5.944\times10^3 \text{ rad/m}$ (i.e. $L_B = 1057\text{ m}$) and a $k_0$ is $3.534\times10^{-1} \text{ rad/m}$ (i.e. $L_0 = 17.78\text{ m}$).
\[ \frac{1}{2} \sigma_v^2 = \int_{2\pi l_0}^{2\pi L_B} E(k)dk + \int_{-2\pi l_0}^{-2\pi L_B} E(k)dk \]  

2.13

where \( \sigma_v \) is the RMS velocity of turbulence. We use Kolmogorov’s spectral shape and integrate to express \( \epsilon \) in terms of \( \sigma_v \),

\[ \epsilon = 3.5 \frac{\sigma_v^3}{(L_B^{2/3} - l_0^{2/3})^{1/2}} \]  

2.14

Given that \( L_B >> l_0 \) (Equation 2.8), we can express the energy dissipation rate in terms of the root mean square velocity and the buoyancy scale,

\[ \epsilon = 3.5 \sigma_v^3 / L_B \]  

2.15

Finally, substituting for the buoyancy scale using Equation 2.7, we have,

\[ \epsilon = 0.49 \sigma_v^2 N \]  

2.16

The physical meaning of this equation is that on average the turbulent kinetic energy in the inertial subrange is being dissipated on a timescale of \( T_B/2\pi \), where \( T_B \) is the buoyancy period.

2.2 Radar measurement technique

The incoherent scatter radar (ISR) technique was first presented in the 1950s [Gordon, 1958; Bowles 1958]. The scatter was called incoherent as it described the Thomson scattering of a radio wave by an ensemble of free electrons. Subsequent authors have developed the theory of spectra of incoherent scatter using a circuit theory approach [e.g., Dougherty and Farley, 1963]. A recent review and summary provides a comprehensive framework of the theory [Kudeki and Milla, 2011]. The use of ISR to make measurements in the D-region that highlights the unique
conditions in the D-region (relative to the E-region and F-region) has also been presented [Bhattacharyya, 1992].

In a plasma, electrons are attracted by positive ions and form a so-called Debye sphere [Baumjohann and Treumann, 1997]. The Debye sphere is defined by a radius \( h = \sqrt{c_0 k_B T / N_0 e^2} \) where \( c_0 \) is the permittivity of free space, \( N_0 \) is the density of electrons, \( k_B \) is the Boltzmann constant, \( T \) is the temperature, and \( e \) is the electric charge) that modifies the Coulomb field by an exponential decay factor, \( e^{r/h} \). Signal scattered by the electrons is now affected by the motion of both the ions and electrons. Hence the spectrum of the scattered radio waves consists of a narrow ‘ion line’ superimposed on top of a broad ‘electron line’. We show an example of the expected wideband spectrum of ISR based on simulations in the left panel of Figure 2.2 [Bhattacharyya, 1992]. We also show the first experimental measurement of the spectrum with the ISR at Arecibo Observatory in the right panel of Figure 2.2 [Hagen and Behnke, 1976]. The ion line arises from the electrons that are held close to the ions, while the electron line arises from the electrons that are moving freely. In the D-Region, where the collision frequency is high, the ion line has a Lorentzian shape,

\[
S(\omega) \propto \frac{2k^2D_i}{\omega^2 + (2k^2D_i)^2}
\]

where \( k \) is the wavenumber of the radar, \( D_i = C_i^2 / \nu_i = k_B T_i / m_i \nu_i \), where \( k_B \) is the Boltzmann constant, \( T_i \) is the ion temperature, \( \nu_i \) is the collisional frequency of ion with neutral particles, and \( m_i \) is the molecular mass of ions [Kudeki and Milla, 2011]. This is valid when the radar wavelength is much greater than the Debye sphere radius (i.e. \( kh << 1 \))

The power received by ISR is given by,
\[ P_r = N_0 \int \frac{|E|^2}{r^2} A_e r_e^2 \]  \hspace{1cm} (2.18)

where \( N_0 \) is the electron density, \( r \) is the range to the target, \( A_e \) is the effective area of the radar antenna and \( r_e \) is the classical electron radius [Kudeki and Milla, 2011]. The power received is proportional to the electron density. Since the electron density in the D-region is very low, we expect the power to be lower in the D-region than in the E- and F-regions where the electron density is higher.

The Lorentzian line shape of the ion line is Doppler broadened by the random motion of the turbulence. The turbulent motion has a Gaussian velocity distribution. The resultant line shape is the convolution of the Lorentzian line shape and the Gaussian line shape, and is broader than the Lorentzian line. The Lorentzian line shape is given by,

\[ L(\omega) = \frac{\gamma}{\pi[(\omega - \omega_0)^2 + \gamma^2]} \]  \hspace{1cm} (2.19)

where \( \gamma \) is the Half Width Half Maximum (\( \gamma = 2k^2D_p \)) and \( \omega_0 \) is the center frequency. Consider a Gaussian line shape,

\[ G(\omega) = \frac{1}{\sigma\sqrt{2\pi}} \exp(-\frac{\omega^2}{2\sigma^2}) \]  \hspace{1cm} (2.20)

where \( \sigma \) is the RMS width and the HWHM is \( \sigma \sqrt{2\ln2} \). The convolution of these two lines gives a Voigt function,

\[ V(\omega;\sigma,\gamma) = G(\omega)*L(\omega) = \frac{H(a,u)}{\sqrt{2\pi}\sigma} \]  \hspace{1cm} (2.21)

where
Figure 2.2. Wideband ISR spectra show the ion line superimposed on the electron line. Left: Numerical simulation of a wide band spectrum of incoherent radar that illustrates the narrow ion line superimposed on the wide electron line. The spectrum is simulated under conditions of \( N_0 = 600 \text{cm}^{-3} \) and \( T = 200 \text{ K} \). The ion line is highlighted by a red rectangle. The figure is taken from work of Bhattacharyya [1992] Right: Observed spectrum of incoherent scatter radar that shows both ion line and electron line. The spectrum is observed under conditions of \( N_0 = 6000 \text{ cm}^{-3} \) and \( T = 3000 \text{ K} \). The ion line is highlighted by a red rectangle as well. The figure is taken from work of Hagen and Behnke [1976].
and $\alpha = \frac{\gamma}{\sqrt{2\sigma}}$ is the ratio of the Lorentzian and Gaussian line widths, and $u = \frac{\omega - \omega_0}{\sqrt{2\sigma}}$ is the normalized frequency.

Hence the ISR spectrum in the D-region is expected to have a Voigt line shape. The parameters of the plasma (e.g., temperature, density) are derived from the Lorentzian width, $\gamma$, of the Voigt function, while the RMS velocity of the turbulence, $\sigma_v$, is derived from the Gaussian width, $\sigma$, of the Voigt function. Hocking [1985] gives the relation between $\sigma_v$ and $\sigma$ as,

$$
\sigma_v = \frac{\lambda}{2\sigma}
$$

We saw earlier that the turbulent energy dissipation rate can be related to $\sigma_v$ through Equation 2.16. In a radar measurement the size of the radar beam defines the largest spatial scale that is measured. Thus the size and shape of the radar beam must be considered in determining the energy dissipation rate from the measured velocity fluctuations. This issue was first considered in the 1970s [Labitt, 1979] and further reviewed and developed in the 1980s and 1990s [Hocking, 1983, 1996, 1999]. By definition, the variance of the velocity is

$$
\sigma_v^2 = E[(u_z - \bar{u}_z)^2] = E(u_z^2) - [E(u_z)]^2
$$

where $u_z$ is the vertical component of the velocity and $E(x)$ is the expected value of $x$. Assuming a radar volume weighting factor,
\[ A(r) = \frac{1}{(2\pi)^{\frac{3}{2}}b^2} \exp\left[-\frac{(y^2 + x^2 + z^2)}{2a^2 + 2b^2}\right] \]  

where \(a\) is the RMS beam width and \(b\) is the RMS pulse length, we have,

\[ \sigma_v^2 = \int A(r)E(u_z^2)dr - \int \int [A(r_1)A(r_2)E[u_z(r_1)u_z(r_2)]dr_1dr_2 \]  

In the case of fully developed turbulence, that is stable and isotropic, we have,

\[ E[u_z(r_1)u_z(r_2)] = E[u_z(r)u_z(r + \delta r)] = ACF(u_z(\delta r)) \]  

where ACF denotes the auto-correlation function. We can write the ACF as the Fourier transform of the wavenumber spectrum,

\[ ACF(u_z(r)) = \int \phi_z(k) \exp(ik \cdot r)dk \]  

and after some manipulation we have,

\[ \sigma_v^2 = \int \phi_z(k)[1 - e^{-\frac{1}{2}(k_0^2 + k_1^2 + k_2^2)}]dk \]  

The three-dimensional spectra \(\phi(k)\) for the vertical direction, \(z\), is given by,

\[ \phi_z(k) = \frac{E(k)}{4\pi k_2}(1 - \frac{k_2^2}{k^2}) \]  

where \(E(k)\) is the integration of the three dimensional spectrum over \(k\) [Hocking, 1996].

Combining eq. 2.6, 2.7 and 2.8, we can express the mean square velocity as,

\[ \sigma_v^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi_z(k)[1 - e^{-\frac{1}{2}(k_0^2 + k_1^2 + k_2^2)}]dk \]
We now consider how the beam shape impacts the measured mean square velocity when the velocity has different spectral shapes. Our goal is to determine the impact of the radar beam size on the relationship between the energy dissipation rate and the RMS velocity.

The first and simplest case is where the spectrum follows Kolmogorov’s five-third law over all wavenumbers. In this case, following our derivation for the ideal measurement in Section 2.1, we can show that,

\[ \varepsilon = 0.79 \frac{\sigma^3}{L_r} c_c \]

where \( L_r \) is the larger of the radar pulse length and the radar beam width, and \( c_c \) is a factor of order 1 [Labitt, 1979; Hocking, 1996]. This equation has the same form as the idealized measurement (Equation 2.15) where the buoyancy scale, \( L_B \), has been replaced by a radar scale, \( L_r \). When \( L_r \) is greater than \( L_B \) the result is not strictly valid, as it assumes that the spectrum in the buoyancy subrange (\( l > L_B \)) has the same shape as that in the inertial subrange (\( L_B > l > l_0 \)).

Hocking [1999] assumed a spectrum \( E(k) \) of the form,

\[ E(k) = \alpha c^{2/3} \frac{k^{5/3}}{[1+(k/k_B)^n]} \]

This spectrum describes both the buoyancy subrange and the inertial subrange. When \( k \) is much larger than \( k_B \), this form converges to Kolmogorov’s form. Hocking [1999] considers two values of \( n \). For \( n = -3 \) the spectrum decays at low wavenumbers. For \( n = -4/3 \) the spectrum continues to grow at small wavenumbers though less rapidly than the Kolmogorov spectrum. We reproduce, from Hocking [1999], these spectra in Figure 2.3. Hocking evaluated Equation 2.31 numerically.
to see how the radar beam shape and buoyancy scale influenced the relationship between the RMS velocity and the energy dissipation rate. Hocking specifically assumed a functional form for both the $n = -3$ and $n = -4/3$ cases,

$$\sigma_v^2 = \left(\frac{C_f}{3.3}\right)^{2/3}(\varepsilon L_g)^{2/3}$$  \hspace{1cm} (2.34)

and determined the numerical value of $C_f$ under the different values of beam shape and buoyancy scale. We note that this form compares with that Kolmogorov case (Equation 2.32),

$$\sigma_v^2 = \left(\frac{1}{0.79C_v}\right)^{2/3}(\varepsilon L_v)^{2/3}$$  \hspace{1cm} (2.35)

and the ideal turbulent measurement (Equation 2.15),

$$\sigma_v^2 = \left(\frac{1}{3.5}\right)^{2/3}(\varepsilon L_g)^{2/3}$$  \hspace{1cm} (2.36)

We show how the values of $C_f$ vary with beam size and buoyancy scale in Figure 2.4. From the figure we see that the value of $C_f$ is between 1 and 1.3 for radar with beam size (i.e., larger of beam width and pulse length) on order of 1 km and buoyancy scales of between 300 m and 1 km. We highlight radars with beam size of 1 km and 1.5 km on the plot. Thus for radars with beam of these sizes, we can use the following equation to derive the energy dissipation rate from the RMS velocity and buoyancy frequency,

$$\varepsilon = 3.3\frac{\sigma_v^3}{L_g C_f}$$  \hspace{1cm} (2.37)

$$= 0.47\sigma_v^3N\left(\frac{1}{C_f}\right)^{2/3}$$

where $C_f = 1.0$ for $n = -3$ and $C_f = 1.3$ for $n = -4/3$. 
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Figure 2.3. Illustration of the relationship between the radar beam size and buoyancy scale. The figure shows examples of possible spectra together with the weighting factors for a ‘large’ radar beam and a ‘small’ radar beam. Three different shapes of the spectra in the buoyancy range \( (k<k_B) \) are showed. The spectra are given by Equation 2.33 where \( n = -4/3, n = -4 \) and \( n = 0 \). For \( n = 0 \), the spectrum follows the Kolmogorov five third law in the buoyancy range (Taken from Hocking [1999]).
Figure 2.4. Contours of the factor $C_r$ in Equation 2.34 for the case $n = -4$ (left) and $n = -4/3$ (right). The figures are taken from work of Hocking [1999]. The red lines denote a radar beam size of 1500 m and a buoyancy scale of 300-1000 m.
2.3 The Poker Flat Incoherent Scatter Radar

In our experiment, we use the Poker Flat Incoherent Scatter Radar (PFISR). We use the vertical beam of PFISR under a configuration designed for D-region observations [Nicolls et al., 2010]. This modular radar is composed of 3072 individual dipole antennas. The 3072 antennas are arranged in groups of 32 on 96 panels. The radar is constructed and assembled panel-by-panel. This allows the radar to be scaled by adding or removing panels. The radar operates at 450 MHz with a wavelength of 0.67 m. The beam has a width of 1°-1.5° and pulse length of 1.5 km. As we only use the vertical beam measurements, there is no wind-shear broadening. The beam broadening for the narrow PFISR beam (1°) is less than 5% [Hocking, 1996; Nastrom, 1997]. The existence of negative ions in the D-Region can broaden the spectra below ~65 km [Mathews, 1978; Tepley et al., 1981; Raizada et al., 2008]. For our turbulent measurements in the altitude range of 65 km to 90 km we ignore this effect.

We plot the radar beam size, radar wavelength, Debye length, and turbulent inner and outer scales, as a function of altitude in the D-Region in Figure 2.5. We use data from the International Reference Ionosphere (IRI) model to calculate the Debye length [Bilitza, 1990] and data from the Mass-Spectrometer-Incoherent-Scatter (MSIS) [Hedin, 1991] model to calculate the turbulent scales. We plot the inner and outer scales corresponding to three values of $\varepsilon$: 1 mW/Kg, 100 mW/Kg and 500mW/Kg. We choose these three values as representative of energy dissipation rates that have been measured in the D-region (Figure 1.2). We calculate the inner scale using Equation 2.9 with a value of 7.4 for the constant, $c_1$ [Hocking, 1985]. We calculate the outer (or buoyancy) scale using Equation 2.10. We see that the outer scale varies between 100 m and 3000 m while the inner scale varies between 0.8 m and 100 m. The beam width varies between 1000 m and 1500 m over the D-Region.
Figure 2.5. Radar wavelength, radar beam width, inner scale $l_0$, outer scale $L_B$ and the Debye length of the PFISR observation. The inner and outer scales are calculated from Equation 2.9 and 2.10 with $\epsilon = 1$, 100, and 500 mW/kg, denoted by dashed line, solid line and dotted line, respectively. The altitude range of interest (60-90 km) is shaded green.
We first see that the radar wavelength is a factor of 5 to 70 greater than the Debye length in the D-Region. Thus we see that the PFISR satisfies the condition $k \lambda < 1$ (i.e., $h < 0.11$ m) at altitudes above 67 km. Since the pulse length is 1500m, which is always larger than the beam width, we use 1500 m as the beam size. The beam size is significantly larger to than the inner scale, and comparable to the outer scale for dissipation rates greater than 100 mW/kg. Based on the work by Hocking (Figure 2.4) we use a value of $C_f$ of 1 and use the following equation to determine the energy dissipation rate from the RMS velocity fluctuations and buoyancy period,

$$\varepsilon = 0.47 \sigma_v^2 N$$

In the next chapter we present turbulent measurements based on PFISR measurements on two days: 23 April 2008 and 18 February 2013. The PFISR measurements on April 23 2013 have been used to report D-region turbulence [Nicolls et al., 2010]. We compare our results to the published results of Nicolls and co-workers. The PFISR measurements of 18 February 2013 coincide with satellite temperature measurements over PFRR. We use these combined PFISR and satellite measurements to assess the importance of variability and uncertainty in the buoyancy frequency in determining the energy dissipation rate.
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Chapter 3 ISR measurements of turbulence

In this chapter, we present Poker Flat Incoherent Radar (PFISR) measurements of turbulence. These measurements are based on retrieval methods we have developed. Dr. Michael Nicolls of SRI International provided us with spectra measured with PFISR. Dr. Nicolls provided the spectra at 749.5 m and 19.0 s resolution. We developed spectral fitting methods that retrieve the widths of the Gaussian and Lorentzian components of the Voigt spectral lines. We present a Monte Carlo method to determine the uncertainties in the retrieved parameters. We present results based on PFISR measurements of two days: 23 April 2008 and 18 February 2013. We choose PFISR measurements of 23 April 2008 because it has previously been used in a study of inertia-gravity waves by Nicolls and coworkers [Nicolls et al., 2010]. Nicolls et al. presented measurements of turbulence in that work, but did not provide a detailed analysis of their methods or provide an estimate of the uncertainties in the method. We developed our retrieval methods based on this dataset and use this dataset to illustrate our methods and compare to the published results. However, there is no measurement of the temperature profile available on 23 April 2008. Thus our determination of turbulent energy dissipation rate depends on an assumption of a typical buoyancy frequency. Having established our methods, we choose the measurements of 18 February 2013 because this day corresponds to a day when temperature measurements from the Sounding of the Atmosphere Using Broadband Emission Radiometry (SABER) aboard the Thermosphere-Ionosphere-Mesosphere Energetics and Dynamics (TIMED) satellite are available over Poker Flat Research Range. We use the SABER data to determine the buoyancy frequency and assess the sensitivity of the estimated energy dissipation rates to use of typical and actual values of the buoyancy frequency.
3.1 Fitting method and spectral model

We use the Levenberg-Marquardt algorithm, the L-M algorithm, to fit the ISR spectra [Press et al., 1992]. The L-M algorithm is the most commonly used and has become a standard least-square fitting algorithm. The algorithm works by minimizing a Chi-square merit function. At a given point, the method approximates the Chi-square function as a quadratic form, finds the direction leading toward the lowest point of the Chi-square function and then takes a step of a certain length along that direction. If the value of the Chi-square function gets smaller, the step is accepted and the parameters are updated. The program increases the length of the next step by a factor. However, if the value of the Chi-square function doesn’t get smaller, the step is rejected and the parameters are not updated. The program decreases the length of step by a factor and retakes another step. The program will repeat this until a step is accepted. At the next point, the program will repeat this procedure until it converges or until a maximum number of steps (5000) is reached.

We use a model that consists of a Doppler-shifted Voigt function, \( H(a,u) \), with an amplitude, \( A \), and a background, \( B \), which can be written as,

\[
S(v) = A \cdot H(a,u) + B
\]

\[\text{3.1}\]

\( H(a,u) \) is the Voigt function that we presented in Chapter 2 (Equation 2.22). We use the fitting algorithm to retrieve five parameters from each spectrum: namely the amplitude, \( A \), the background, \( B \), the Gaussian RMS width, \( \sigma \), the Lorentzian half-width, \( \gamma \), and the Doppler frequency, \( v_0 \). Notice that the traditional Voigt function is normalized to have unit area. We use a Voigt function, \( H(a,u) \), that is not normalized. The value of the amplitude, \( A \), is related to the strength or amplitude of the normalized Voigt function, \( A_V \), as follows,
We present an example of a ISR spectrum and our spectral fit in Figure 3.1. The spectrum was acquired at 21:58 UT and 70.175 km. The amplitude of spectrum is plotted in arbitrary units. The spectrum has 255 points extending from -166.0 to 166.0 Hz with a resolution of 1.3 Hz. The spectrum represents the average of 32 individual spectra acquired between 21:53 UT and 22:03 UT and 69.80 km and 70.55 km. The fitting parameters are summarized in Table 3.1. In this case, the spectrum consists of a Gaussian component with an RMS width, \( \sigma \), of 5.6 Hz, and a Lorentzian HWHM, \( \gamma \), of 8.3 Hz. We also show the solution path for \( \sigma \) and \( \gamma \) in Figure 3.2. Our initial guess is based on the measured RMS width of the radar spectrum, which is 20.5 Hz. We then initialize \( \sigma \) and \( \gamma \) with the same value of 14.7 Hz, which corresponds to \( \frac{1}{\sqrt{2}} \) of the RMS width. The solution converges after 66 steps when the relative change in the Chi-square is less than \( 10^{-12} \).

\[
A = \frac{A_y}{\sqrt{2\pi \sigma}}
\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>A</th>
<th>B</th>
<th>( \nu_0 ) (Hz)</th>
<th>( \sigma ) (Hz)</th>
<th>( \gamma ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>5282.8</td>
<td>1103.0</td>
<td>0.9</td>
<td>5.6</td>
<td>8.3</td>
</tr>
</tbody>
</table>

In Figure 3.1 we clearly see that the spectrum is noisy with fluctuations. We characterize the fluctuations in terms of the RMS error, \( e_{\text{rms}} \), which is the RMS residual or difference between the spectral fit, \( \tilde{S}(\nu) \), and the measured spectrum, \( S(\nu) \). The value of \( e_{\text{rms}} \) is 85.3. We define a Spectral Quality Factor, SQF, to characterize the quality of the spectra. The SQF is defined as ratio of power in the fitted Voigt spectral line to the power associated with the noise fluctuations.
Figure 3.1. PFISR spectrum measured at 21:58 UT and 70.18 km on 23 April 2008. The spectrum represents average of 32 spectra acquired between 21:53 UT and 22:03 UT and 69.80 km and 70.55 km. The background value is indicated by a solid black line while the sum of the background and the RMS of the residual is indicated by a dashed black line. The core spectrum, namely spectrum higher than the dashed black line, is indicated by a red rectangle. The core bandwidth extends from -47.059 Hz to 48.366 Hz.
Figure 3.2. Levenberg-Marquardt solution path of $\sigma$ and $\gamma$ from the initial values to the final values. The spectrum is the one plotted in Figure 3.1. The values of both $\sigma$ (red) and $\gamma$ (blue) at each step are shown. The value of $\sigma$ starts at 14.5 and converges to 8.1 after 60 steps. The value of $\gamma$ starts at 14.5 and converges to 5.7 after 60 steps.
The Voigt spectrum represents the ion-line within a wider ISR spectrum. To characterize the quality of the spectrum, we determine the power in the Voigt spectral line over a finite bandwidth where the amplitude of the radar spectrum is one RMS error greater than the background, \( \tilde{S}(\nu) > B + e_{\text{rms}} \). We call this bandwidth the core bandwidth and the spectrum in this bandwidth the core spectrum. The core spectrum is that part of the radar spectrum that is dominated by the ion line. The core spectrum is indicated in Figure 3.1. The background, \( B \), is 1103, and the core bandwidth corresponds to where the spectrum is greater than 1188. In Figure 3.1 we see that the core bandwidth extends from -47.1 Hz to 48.4 Hz. The SQF of the spectrum is 8.0. In comparison if we evaluated the SQF over the bandwidth of the whole spectrum we would get an SQF of 2.5. The definition of the core bandwidth ensures that the SQF for narrow ion lines are not biased low.

In their study, Nicolls and coworkers did not characterize the uncertainties in their estimates of \( \sigma \) and \( \gamma \) [Nicolls et al., 2010]. We now use a Monte Carlo method to determine the uncertainties in our estimates of \( \sigma \) and \( \gamma \). We do this by taking the fitted spectrum and adding random noise to get a ‘simulated spectrum’. The amplitude of the noise is calculated so that it has the same RMS error as the RMS error in the measured spectrum. However, we find that the fluctuations in the residual were not constant across the spectrum, but are larger where the amplitude of the spectrum is larger. Thus we use a linear fit between the standard deviation of the residual and the fitted spectrum to generate fluctuations of different amplitudes at different frequencies. The standard deviation is a running RMS calculation over 10 frequency points (~13 Hz). We calculate 8192 synthetic spectra and estimate the values of the five spectral parameters. We plot the histograms of \( \sigma \) and \( \gamma \) in Figure 3.3. We see that both of the histograms are unimodal.
The RMS width of the $\sigma$ histogram is 0.9 and the RMS width of the $\gamma$ histogram is 0.8. Thus for this spectrum, which has a SQF of 8.0, the relative errors in the estimates of $\sigma$ and $\gamma$ are 15% and 9%, respectively.

### 3.2 PFISR measurements on 23 April 2008

PFISR operated for 24 hours in the mesospheric mode called “MS Wind” on 23 April 2008. A plot of electron density between 0:00 UT and 24:00 UT and 60 km and 90 km is shown in Figure 3.4. The electron densities are variable on this day and there are three distinct intervals when the electron densities are high: 02:00-05:00, 08:00-12:00 and 13:00-24:00 UT. We expect stronger signals during these intervals. We choose spectra from 13:00-24:00 UT and 60-90 km to characterize the turbulence on this day. The time resolution is 10 minutes and the vertical resolution is 750 m. There are 66 samples in time from 13:00 UT to 24:00 UT and 40 samples in altitude from 60 km to 90 km. Hence we have 2640 measured spectra in this interval. We plot the values of $\sigma$ and $\gamma$ that we retrieved from these spectra in Figure 3.5. We plot the results as a function of altitude and time. There exist several time samples where the spectra at all altitudes are irregular in shape and strength (e.g., unusually high, unusually wide, multiple peaks). We confirmed that these spectra are irregular by visual inspection. We consider those samples bad and did not analyze the spectra for these periods. In the right panel of Figure 3.5, we plot the median profile of $\sigma$ and $\gamma$. In both cases we see that the median values of $\sigma$ and $\gamma$ increase with altitude. We see that the values of $\sigma$ increase from 0.4 Hz at 60 km to 8.1 Hz at 80 km and then increase more rapidly to 47.5 Hz at 87 km. We see that the values of $\gamma$ increase with altitude from 1.6 Hz at 60 km to 54.5 Hz at 87 km.
Figure 3.3. Histogram of the Monte Carlo results of $\sigma$ and $\gamma$ for a measured spectrum. The measured spectrum used for the experiment is shown in Figure 3.1. The Monte Carlo experiment is repeated for 8192 times. The values of $\sigma$ vary between 1.9 Hz and 8.2 Hz, with a mean value of 5.6 Hz, a median value of 5.6 Hz and a standard deviation 0.9. The relative error in $\sigma$ is 15%. The values of $\gamma$ vary between 5.6 Hz and 10.9 Hz, with a mean value of 8.2 Hz, a median value of 8.2 Hz and a standard deviation of 0.8 Hz. The relative error in $\gamma$ is 9%.
Figure 3.4. Electron density measured by PFISR on 23 April 2008. The electron density is plotted against altitude and universal time (UT). Labels on the color bar are log of the electron density in m$^{-3}$. The figure is courtesy of Dr. Michael Nicolls.
Figure 3.5. Values of $\sigma$ and $\gamma$ retrieved from PFISR measurements on April 23, 2008. Top: Values of $\sigma$ plotted as a function of altitude and time from 13:00 UT to 24:00 UT (left) and the median profile over the time period plotted as a function of altitude (right). Bottom: Values of $\gamma$ plotted (left) and the median values of $\gamma$ (right). The blue line denotes a simulated profile from MSIS model [Hedin, 1991].
We also plot a profile of $\gamma$ based on the Mass-Spectrometer-Incoherent-Scatter (MSIS) [Hedin, 1991] model in the right panel of Figure 3.5. Following Dougherty and Farley [1963], we calculate $\gamma$ as,

$$\gamma = \frac{16\pi k_{B_z}T}{\lambda_n^2 m_i \nu_{in}}$$

where $k_{B_z}$ is the Boltzmann constant, $T$ is the temperature, $\lambda_n$ is the radar wavelength, $m_i$ is the ion mass, which we assume to be 30 amu (NO$^+$) [Nicolls et al., 2010], and $\nu_{in}$ is the ion-neutral collision frequency. We use a well-established equation to calculate the collision frequency [Hill and Bowhill, 1977]. The width increases with altitude as collisional frequency decreases with altitude. We can see that the observed profile agrees with the model profile between 70 and 80 km. The ‘hump’ below ~68 km is due to the presence of negative ions as we have discussed in Chapter 2 [Mathews, 1978; Tepley et al., 1981; Raizada et al., 2008].

We plot the histogram of the values of the SQF, $\sigma$, and $\gamma$ of PFISR measurements on 23 April 2008 in Figure 3.6 to illustrate the statistics of the fitting results. There are 2247 data points in this dataset after we omit those spectra that give negative SQF, $\sigma$ or $\gamma$ and those we visually identified as bad in the intervals shown in Figure 3.5. The values of the Gaussian RMS width, $\sigma$, vary between 0.065 Hz and 280.7 Hz, with a mean value of 11.7 Hz, a median value of 4.4 Hz and a standard deviation of 17.6 Hz. In the histogram of $\sigma$, there is a primary peak at the 0.5 Hz to 1.5 Hz interval and a secondary at the 18.5 Hz and 19.5 Hz interval. The values of the Lorentzian HWHM, $\gamma$, vary between 0.0 Hz and 286.5 Hz, with a mean value of 17.5 Hz, a median value of 10.2 Hz and a standard deviation of 21.8 Hz. In the histogram of $\gamma$, there is a primary peak at the -0.5 Hz to 0.5 Hz interval and a secondary peak at the 8.5 Hz to 9.5 Hz.
interval. The two peaks are both obvious in the histogram and form a bimodal distribution. The values of the SQF vary between 1.0 and 14.1, with a mean value of 3.8 and a median value of 3.6. The bimodal behavior in the distribution of $\gamma$ is unexpected. We estimate $\gamma$ from Equation 3.3 and MSIS data and find no evidence of a bimodal distribution. Thus we conclude that this bimodal distribution is due to measurement noise and results in our estimates of $\gamma$ being smaller than the actual value. We show a scatter plot of $\sigma$ and $\gamma$ in Figure 3.7. We see that there is no obvious correlation between the values of $\sigma$ and $\gamma$. There are 2247 points and the correlation of $\sigma$ and $\gamma$ is 23%. Hence our estimates of $\sigma$ and $\gamma$ do not appear to be correlated.

We investigated the Monte Carlo results for spectra with different SQF values to determine how data quality impact values of $\sigma$ and $\gamma$. We plot the histogram of $\sigma$ and $\gamma$ for four different cases with SQF values of 8.0, 4.7, 3.6 and 1.9 in Figure 3.8 ($\sigma$) and Figure 3.9 ($\gamma$). The statistical characters of the four cases are summarized in Table 3.2 ($\sigma$) and Table 3.3 ($\gamma$). In Figure 3.8, the standard deviation of $\sigma$ increases as SQF decreases. The peak around 0 begins to appear when SQF drops to 4.7 and keeps increasing as SQF decreases further. In Figure 3.9, the standard deviation of $\gamma$ also increases as SQF decreases. The peak around 0 begins to appear when SQF drops to 3.6 and increases in amplitude as SQF decreases further. The peak around 0 dominates the histogram when SQF is 1.9, as we observed in the histogram of measured $\gamma$ (Figure 3.6). In both Figure 3.8 and Figure 3.9, the bimodal distribution becomes more pronounced as the SQF decreases. Thus we confirm our hypothesis that the bimodal behavior is due to low data quality.

To investigate this behavior further, we study the influence of the amplitude of the noise to the distribution of the Monte Carlo results. We conduct an analysis as follows: we pick a spectrum and produce a random noise as before and then we vary the amplitude of the noise by
Figure 3.6. Histogram of SQF (top), $\sigma$ (middle) and $\gamma$ (bottom) for PFISR measurements on 23 April 2008. The distribution of $\gamma$ is bimodal with two peaks, one around 0 and another around 9. See text for the statistics of the distribution.
Figure 3.7. Scatter plot of $\sigma$ versus $\gamma$ retrieved from PFISR measurements on 23 April 2008.
Table 3.2. Monte Carlo results of $\sigma$ for four PFISR spectra

<table>
<thead>
<tr>
<th></th>
<th>Spectrum 1</th>
<th>Spectrum 2</th>
<th>Spectrum 3</th>
<th>Spectrum 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQF</td>
<td>8.0</td>
<td>4.7</td>
<td>3.6</td>
<td>1.9</td>
</tr>
<tr>
<td>Measured value (Hz)</td>
<td>5.6</td>
<td>8.9</td>
<td>10.5</td>
<td>14.0</td>
</tr>
<tr>
<td>Mean (Hz)</td>
<td>5.6</td>
<td>9.2</td>
<td>10.2</td>
<td>14.4</td>
</tr>
<tr>
<td>Median (Hz)</td>
<td>5.6</td>
<td>9.1</td>
<td>10.6</td>
<td>14.8</td>
</tr>
<tr>
<td>Minimum (Hz)</td>
<td>1.9</td>
<td>1.0</td>
<td>0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>Maximum (Hz)</td>
<td>8.2</td>
<td>22.3</td>
<td>20.7</td>
<td>42.2</td>
</tr>
<tr>
<td>Std deviation (Hz)</td>
<td>0.9</td>
<td>4.4</td>
<td>4.1</td>
<td>8.0</td>
</tr>
<tr>
<td>Relative error (Hz)</td>
<td>16%</td>
<td>49%</td>
<td>39%</td>
<td>57%</td>
</tr>
</tbody>
</table>

Table 3.3. Monte Carlo results of $\gamma$ for four PFISR spectra

<table>
<thead>
<tr>
<th></th>
<th>Spectrum 1</th>
<th>Spectrum 2</th>
<th>Spectrum 3</th>
<th>Spectrum 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQF</td>
<td>8.0</td>
<td>4.7</td>
<td>3.6</td>
<td>1.9</td>
</tr>
<tr>
<td>Measured value (Hz)</td>
<td>8.3</td>
<td>16.6</td>
<td>11.0</td>
<td>16.0</td>
</tr>
<tr>
<td>Mean (Hz)</td>
<td>8.2</td>
<td>14.5</td>
<td>10.5</td>
<td>12.9</td>
</tr>
<tr>
<td>Median (Hz)</td>
<td>8.2</td>
<td>16.2</td>
<td>10.8</td>
<td>13.8</td>
</tr>
<tr>
<td>Minimum (Hz)</td>
<td>5.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Maximum (Hz)</td>
<td>10.9</td>
<td>25.2</td>
<td>21.4</td>
<td>47.7</td>
</tr>
<tr>
<td>Std deviation (Hz)</td>
<td>0.8</td>
<td>4.1</td>
<td>4.3</td>
<td>10.2</td>
</tr>
<tr>
<td>Relative error (Hz)</td>
<td>10%</td>
<td>25%</td>
<td>39%</td>
<td>64%</td>
</tr>
</tbody>
</table>
Figure 3.8. Histogram of the Monte Carlo results of $\sigma$ for four spectra with different values of SQF. Spectrum acquired between 21:53 UT and 22:03 UT over 69.80 km and 70.55 km with SQF of 8.0 (top left); spectrum acquired between 17:53 UT and 18:03 UT over 76.55 km and 77.30 km with SQF of 4.7 (top right); spectrum acquired between 18:03 UT and 18:13 UT over 75.05 km and 75.80 km with SQF of 3.6 (bottom left); spectrum acquired between 15:13 UT and 15:23 UT over 75.80 km and 76.55 km with SQF of 1.9 (bottom right).
Figure 3.9. Histogram of the Monte Carlo results of $\gamma$ for four spectra with different values of SQF. The four spectra are the same as those shown in Figure 3.8.
simply scaling it by a factor, \( F_N \). We use the scaled noise to build a simulated spectrum and carry out a Monte Carlo experiment. By varying the factor \( F_N \), we can investigate the influence of the amplitude of the spectral noise to the distribution of the fitted parameters. First we present the spectrum and spectral fit at 21:28 UT and 75.42 km in Figure 3.10. The spectrum represents the average of 32 spectra achieved between 21:23 and 21.33 UT and 75.05 and 75.80 km. The spectrum has a SQF of 3.6, a Gaussian RMS width, \( \sigma \), of 10.5 Hz and a Lorentzian HWHM, \( \gamma \), of 11.0 Hz. We show the Monte Carlo results of this case earlier when no scaling factor was applied in Figure 3.8 and 3.9 (the case with SQF = 3.6). Hence the SQF values of the ‘simulated spectra’ when the scaling factor \( F_N \) is 0.5, 1.0, 2.0 and 5.0 are 7.2, 3.6, 1.8, and 0.72, respectively. Now we plot the histogram of \( \sigma \) and \( \gamma \) of the Monte Carlo results when \( F_N \) is 0.5, 1.0, 2.0 and 5.0 in Figure 3.11 (\( \sigma \)) and 3.12 (\( \gamma \)). The statistical characters of the four cases are summarized in Table 3.4 (\( \sigma \)) and Table 3.5 (\( \gamma \)). In the distributions of both \( \sigma \) and \( \gamma \), the standard deviation increases as the factor \( F_N \) increases. The bimodal distribution appears when \( F_N \) is 1.0 (SQF = 3.6) and dominates the distributions when \( F_N \) is 2.0 (SQF = 1.8). Thus we confirm further that the bimodal behavior is due to the noise in the measured spectra.

Based on these results, we conclude that the bimodal behavior is associated with low data quality. To eliminate this behavior, we now determine a threshold value of SQF to identify spectra that have unimodal statistics. We visually inspected the Monte Carlo histograms for spectra with different ranges of values of SQF (i.e., 2.5-3.0, 3.0-3.5, etc.). We found that for a SQF of 3.5 and larger, the spectra are unimodal and the Monte Carlo method evaluates uncertainties in \( \sigma \) and \( \gamma \) accurately. The bimodal behavior is eliminated for measured spectra with a SQF value above this threshold. We note that 3.5 is the mode of the SQF values (Figure 3.6).
Table 3.4. Monte Carlo results of $\sigma$ when different scaling factors are applied to the noise

<table>
<thead>
<tr>
<th>Scaling factor</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured value (Hz)</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
</tr>
<tr>
<td>SQF</td>
<td>7.2</td>
<td>3.6</td>
<td>1.8</td>
<td>0.7</td>
</tr>
<tr>
<td>Mean (Hz)</td>
<td>10.4</td>
<td>10.2</td>
<td>10.3</td>
<td>6.6</td>
</tr>
<tr>
<td>Median (Hz)</td>
<td>10.6</td>
<td>10.6</td>
<td>10.6</td>
<td>3.1</td>
</tr>
<tr>
<td>Minimum (Hz)</td>
<td>2.0</td>
<td>0.9</td>
<td>0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>Maximum (Hz)</td>
<td>16.8</td>
<td>20.7</td>
<td>29.3</td>
<td>46.2</td>
</tr>
<tr>
<td>Std deviation (Hz)</td>
<td>2.3</td>
<td>4.1</td>
<td>6.0</td>
<td>7.1</td>
</tr>
<tr>
<td>Relative error</td>
<td>22%</td>
<td>40%</td>
<td>57%</td>
<td>68%</td>
</tr>
</tbody>
</table>

Table 3.5. Monte Carlo results of $\gamma$ when different scaling factors are applied to the noise

<table>
<thead>
<tr>
<th>Scaling factor</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured value (Hz)</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
</tr>
<tr>
<td>SQF</td>
<td>7.2</td>
<td>3.6</td>
<td>1.8</td>
<td>0.7</td>
</tr>
<tr>
<td>Mean (Hz)</td>
<td>10.9</td>
<td>10.5</td>
<td>9.2</td>
<td>6.0</td>
</tr>
<tr>
<td>Median (Hz)</td>
<td>10.9</td>
<td>10.8</td>
<td>10.1</td>
<td>3.8</td>
</tr>
<tr>
<td>Minimum (Hz)</td>
<td>2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Maximum (Hz)</td>
<td>17.9</td>
<td>21.4</td>
<td>29.8</td>
<td>29.9</td>
</tr>
<tr>
<td>Std deviation (Hz)</td>
<td>2.4</td>
<td>4.3</td>
<td>6.2</td>
<td>6.7</td>
</tr>
<tr>
<td>Relative error</td>
<td>22%</td>
<td>39%</td>
<td>56%</td>
<td>61%</td>
</tr>
</tbody>
</table>
Figure 3.10. PFISR spectrum measured at 18:08 UT and 75.43 km on 23 April 2008. The spectrum represents average of 32 spectra acquired between 18:03 UT and 18:13 UT and 75.05 km and 75.80 km. The spectrum has a SQF of 3.6, a Gaussian RMS width, $\sigma$, of 10.5 Hz and a Lorentzian HWHM, $\gamma$, of 11.0 Hz.
Figure 3.11. Histogram of Monte Carlo results of $\sigma$ when different scaling factors are applied to the noise in the PFISR measured spectrum at 18:08 UT and 75.43 km. The measured spectrum is shown in Figure 3.10. The measured spectrum has a SQF of 3.6. The factors applied are 0.5 (top left), 1.0 (top right), 2.0 (bottom left) and 5.0, yielding SQF of 7.2, 3.6, 1.8 and 0.7 respectively.
Figure 3.12. Histogram of Monte Carlo results of $\gamma$ when different scaling factors are applied to the noise in the PFISR measured spectrum at 18:08 UT and 75.43 km. The measured spectrum is shown in Figure 3.10.
We also found that when \( \sigma \) (or \( \gamma \)) is very small, the statistics of the Monte Carlo results are also bimodal. Some of these small values are caused by the fact that the spectra at low altitude (60-65 km) have very small expected Lorentzian HWHM width, \( \gamma \), due to the high collisional frequency (Equation 3.3). However, there is no method to distinguish whether those small values of \( \sigma \) or \( \gamma \) are caused by physical conditions or data quality. Since the frequency resolution of the spectra is 1.3 Hz, we decide to exclude all points with \( \sigma < 1.0 \) Hz or \( \gamma < 1.0 \) Hz. In that case, the uncertainties of the fitting parameters have normal distributions. Hence it’s meaningful to calculate the uncertainty of the fitted parameters based on the Monte Carlo experiment. We now focus our analysis on those data points that give reliable estimates of the parameters, and hence turbulent energy dissipation rate.

We plot the values of \( \sigma \) and \( \gamma \) for the 23 April 2008 UT in Figure 3.13 when we limit ourselves to data that satisfies the following criteria,

\[
\begin{align*}
SQF &> 3.5 \\
\gamma &> 1 \\
\sigma &> 1 \\
\Delta \gamma / \gamma &< 25\% \\
\Delta \sigma / \sigma &< 25\%
\end{align*}
\]

The parameters are plotted as a function of altitude and time in the left panel. Out of 2247 total data points, there are 103 (5\%) points with reliable estimates of \( \sigma \), 710 (32\%) points with reliable estimates of \( \gamma \), and 33 (1\%) points with reliable estimates of both \( \sigma \) and \( \gamma \). The reliable measurements are found between 65 km and 87 km. The data below 65 km are excluded due to the narrow width of the spectra while data above 87 km are excluded due to low data quality. In the right panel of Figure 3.13, we plot the median profile of \( \sigma \) and \( \gamma \). In both cases, we see that the median values of \( \sigma \) and \( \gamma \) increase with altitude.
Figure 3.13. Values of $\sigma$ and $\gamma$ retrieved from high quality PFISR measurements on 23 April 2008. Top: Values of $\sigma$ plotted as a function of altitude and time from 13:00 UT to 24:00 UT and the median profile over the time period plotted as a function of altitude. (right) Bottom: Values of $\gamma$ plotted as a function of altitude and time (left) and the median profile over the same period plotted as a function of altitude (right). The blue line denotes a simulated profile from MSIS model [Hedin, 1991].
We plot the median profile of our estimates of $\sigma$ and $\gamma$ from high quality data (we call this profile $M_G$) and all data (we call this profile $M_A$) along with the median profile given by Nicolls et al. [2010] in Figure 3.14. In the case of $\sigma$, the value of $M_G$ is larger than the value of $M_A$ over the whole altitude range. Meanwhile, the altitude variation of the two profiles are similar. In both profiles, the median value of $\sigma$ increase from 65 km to 80 km and then increases more rapidly to 87 km. For $M_G$, the value of $\sigma$ increases from 6.7 Hz at 65 km to 12.5 Hz at 80 km, then to 62.3 Hz at 87 km. For $M_A$, the value of $\sigma$ increases from 2.5 Hz at 65 km to 8.1 Hz at 80 km, then to 47.5 Hz at 87 km. One feature that’s unique in $M_G$ is that at 77 km, the value of $\sigma$ jumps from 13.6 Hz at 77 km to 24.9 Hz at 78 km. This forms a thin 2 km layer with high $\sigma$. For $M_G$, our estimates of $\sigma$ are similar to that given by Nicolls et al. [2010] between 65 km and 68 km, and larger than their estimates above 67 km. For $M_A$, our estimates are smaller than their estimates below 79 km and larger than their estimates above 80 km. In the case of $\gamma$, the values of $M_G$ and $M_A$ agree very well with each other between 65 km and 84 km. While below 65 km and above 84 km, the values of $M_G$ are larger than the values of $M_A$. For $M_G$, the values of $\gamma$ increase from 6.3 Hz at 60 km to 48.7 Hz at 84 km, then keep increasing to 61.1 Hz at 86 km. While for $M_A$, the values of $\gamma$ increase from 2.0 Hz at 60 km to 46.1 Hz at 84 km, then fluctuate to 47.6 Hz at 86 km. In both $M_G$ an $M_A$, our estimates of $\gamma$ are larger than that given by Nicolls and coworkers below 65 km, agree well with their estimates between 65 km and 84 km, and smaller than their estimates above 85 km [Nicolls et al., 2010].

In the right panel of Figure 3.14, we plot the relative difference between the median profile of $\sigma$ and $\gamma$ retrieved from good quality data and all data. The relative difference, $R_{D\sigma}$, is given by,
Figure 3.14. Median profiles of $\sigma$ and $\gamma$ plotted against altitude for PFISR measurements on 23 April 2008. Three profiles are plotted for both $\sigma$ and $\gamma$ on the left side: median profiles retrieved from high quality data (‘L2016_good’, solid red), all data (‘L2016_all’, dashed blue) and the profile given by Nicolls and co-workers (‘N2010’, dotted green) [Nicolls et al., 2010]. The relative difference between the profile retrieved from high quality data and all data is shown on the right side on each plot. See the text for details.
In the case of $\sigma$, the relative difference between $M_G$ and $M_A$ varies around 70% between 65 km and 78 km and then drops to 40% at 79 km and varies around 40% before it drops to 20% at 85 km. Then the relative difference increases rapidly to 100% at 90 km. In the case of $\gamma$, the relative difference between $M_G$ and $M_A$ is 70% at 60 km and drops rapidly to 5% at 65 km. Then the relative difference varies around 5% until it increases again at 84 km to 100% at 90 km.

We plot our estimates of the turbulent energy dissipation rate $\epsilon$ retrieved from the high quality PFISR measurements on 23 April 2008 in Figure 3.15. The energy dissipation rate is calculated by Equation 2.23 and Equation 2.38 with the assumption that the buoyancy period has a constant value of 5 minutes. This value of 5 minutes is a climatological value that is typical in the mesosphere. We plot the energy dissipation rate as a function of altitude and time in the left panel and the median profile in the right panel. In the left panel, we find a group of high energy dissipation rate points ($\epsilon$ of 100 mW/kg to 1000 mW/kg) between 16:00 UT and 18:00 UT over 70 km to 87 km. Then we find another group of high energy dissipation rate points ($\epsilon$ of 10 mW/kg to 100 mW/kg) between 20:00 UT and 23:00 UT and 65 km and 87 km. In the right panel, we see that the energy dissipation rate varies from 50 mW/kg at 65 km to 300 mW/kg at 80 km, and then more rapidly to 2000 mW/kg at 87 km.

We plot the median profiles of $\epsilon$ retrieved from high quality data ($M_G$) and all data ($M_A$) along with the median profile given by Nicolls and coworkers [Nicolls et al., 2010] in Figure 3.16. In the profile by Nicolls et al., the energy dissipation rate drops from 50 mW/kg at 60 km to 20 mW/kg at 70 km and then increases to 60 m/kg at 80 km. Then the energy dissipation rate increases rapidly to 90 mW/kg at 82 km and drops again to 50 mW/kg at 83 km. The relation of
the three profiles of $\varsigma$ is similar to that of the three profiles of $\sigma$ in Figure 3.14 since $\varsigma$ is directly calculated from $\sigma$. Our estimates of $\varsigma$ based on $M_G$ are similar to that given by Nicolls and coworkers [Nicolls et al., 2010] between 65 km and 68 km, and larger than their estimates above 67 km. Our estimates of $\varsigma$ based on $M_A$ are smaller than those given by Nicolls et al. below 79 km and larger than their estimates above 80 km. The relative difference between the median profiles of $\varsigma$ based on $M_G$ and $M_A$ is also plotted in the right panel of Figure 3.16 and is around 90% from 65 km to 78 km. The relative difference then drops to as low as 40% between 79 km and 85 km, where the energy dissipation rate is the highest. Finally above 85 km, the relative difference increases rapidly to 100%.

Based on this investigation, we find that the use of low quality data can cause an uncertainty of up to 100% in the estimates of the energy dissipation rate. So we conclude that it’s essential to screen data quality during the calculation to achieve accurate estimates of the energy dissipation rate. We also show the scatter plot of $\sigma$ and $\gamma$ when we limit ourselves to high quality data in Figure 3.17. There are 103 points of $\sigma$ and 710 points of $\gamma$. However, there are only 33 points with both $\sigma$ and $\gamma$. The correlation of $\sigma$ and $\gamma$ is 90% when we ignore the point in the upper right corner, which would make the correlation to be 99%. We find that as we limit ourselves to high quality data, $\sigma$ and $\gamma$ become more correlated.

We plot the SQF values and the power of the radar at different altitudes in Figure 3.18. The power is unitless. The points labeled by different altitudes include all points in a 2 km bin centered at the altitude measured between 13:00 UT and 24:00 UT on 23 April 2008. At all altitudes, the SQF increases with power. We expect this behavior because as the altitude increases, the spectral width increases, the SQF decreases and so we need larger power to get the
Figure 3.15. Plot of the energy dissipation rate $\epsilon$ retrieved PFISR measurements on 23 April 2008. The energy dissipation retrieved from high quality data between 13:00 UT and 24:00 UT against altitude and time (left) and the median profile of the energy dissipation rate over the time period (right) is plotted.
Figure 3.16. Median profiles of $\epsilon$ retrieved from high quality data (‘L2016_good’, solid red), all data (‘L2016_all’, dashed blue) and the profile given by Nicolls and co-workers (‘N2010’, dotted green) [Nicolls et al., 2010] (left) and the relative difference between the profiles retrieved from high quality data and all data (right). See the text for details.
Figure 3.17. Scatter plot of $\sigma$ versus $\gamma$ retrieved from high quality measurements and all measurements by PFISR on 23 April 2008.
same data quality. The median value of the SQF at 83 km is 3.6. To increase this value by a factor of 2, we need to increase the power by from 15 to 40. As mentioned in Section 3.1, PFISR consists of 3072 antennas that form 96 panels. So an increase in radar power could be achieved by adding 160 more panels to the radar so that it operates with 256 panels.

3.3 PFISR measurements on 18 February 2013

PFISR operated for 24 hours in the mesospheric mode called ‘MS wind’ on 18 February 2013. A plot of electron density over 0:00-24:00 UT and 60 km to 140 km is shown in Figure 3.19. The electron density is significantly lower than that of 23 April 2008. There are two distinct intervals when the electron densities are slightly higher: 0:00-9:00 UT, and 14:00-24:00 UT. We expect slightly stronger signals during these intervals. We choose spectra from 0:00-24:00 UT and 60-90 km to characterize the turbulence on this day. The time and vertical resolution are the same as the measurements of 23 April 2008, namely 10 minutes and 750 m. So we have 144 samples in time and 40 samples in altitude. Hence we have 5760 spectra for this day. The spectra have the same frequency resolution and bandwidth as those that are measured on 23 April 2008.

We plot the histogram of the values of the SQF, σ, and γ of PFISR measurements on 18 February 2013 in Figure 3.20. There are 4439 spectra for this dataset after we omit those spectra that give negative values of SQF, σ, or γ. The values of the SQF vary between 1.0 and 29.7 with a mean value of 2.0, a median value of 1.9 and a standard deviation of 1.1. The values of the Gaussian RMS width, σ, vary between 0.033 Hz and 293.8 Hz, with a mean value of 6.0 Hz, a median value of 1.4 Hz and a standard deviation of 14.1 Hz. In the histogram of σ, there is only
Figure 3.18. SQF values versus power of PFISR measurements on 23 April 2008 at different altitudes. Values at different five different altitudes are plotted: 65 km, 70 km, 75 km, 80 km and 83 km. Points within a 2 km range centered at the labeled altitude are plotted. For instance, the blue points labeled by '83 km' represents data measured over 82 km and 84 km. The linear fits are plotted for each altitude.
one dominant peak at the 0.5 Hz to 1.5 Hz interval. The values of the Lorentzian HWHM, $\gamma$, vary between 0.0 Hz and 791.5 Hz, with a mean value of 9.3 Hz, a median value of 0.008 Hz and a standard deviation of 30.4 Hz. In the histogram of $\gamma$, there is also only one dominant peak at the -0.5 Hz to 0.5 Hz interval. As expected, the peak around 0 Hz dominates the distribution of both $\sigma$ and $\gamma$ due to the low data quality of this dataset.

Due to the low data quality, if we use 3.5 as the threshold for SQF, we will have only 5 measured spectra to analyze. The value of 3.5 is the mode value of SQF on 23 April 2008. Now we choose the mode value of the SQF for this day, which is 2.0, as our threshold. When we further limit ourselves to data with relative error of $\sigma$ smaller than 25%, we have 9 points. To yield a significant number of points, we limit ourselves to data that satisfies the following criteria,

$$\begin{align*}
SQF &> 2.0 \\
\gamma &> 1 \\
\sigma &> 1
\end{align*}$$

There are 135 (3%) points out of the 4439 total points that satisfy these criteria. We plot the values of $\sigma$ and $\gamma$ retrieved from these points in Figure 3.21. We plot the parameters as a function of altitude and time in the left panel. We find three groups of data points on this night. The first group is found between 3:00 UT and 4:00 UT and 73 km and 82 km. The second group is found between 22:30 and 23:30 UT and 62 km and 87 km. The third group is found between 15:00 UT and 18:00 UT and 65 km and 90 km. In the right panel of Figure 3.21 we plot the median profiles of $\sigma$ and $\gamma$. We see that the median values of both $\sigma$ and $\gamma$ increase with altitude. We see that the values of $\sigma$ increase from 1 Hz at 60 km to 15 Hz at 80 km and then increase more rapidly to 45 Hz at 87 km. The values of $\gamma$ increase with altitude from 1 Hz at 60 km to 90 Hz at 83 km and then drop to 1 Hz at 86 km.
Figure 3.19. Electron density measured by PFISR on 18 February 2013. The electron density is plotted against altitude and universal time (UT). Labels on the color bar are log of the electron density in m$^{-3}$. 
Figure 3.20. Histogram of SQF (top), $\sigma$ (middle) and $\gamma$ (bottom) for PFISR measurements on 18 February 2013. See text for the statistics of the distribution. The distribution of $\gamma$ and $\sigma$ are both dominated by the peak around 0.
We plot the median profiles of $\sigma$ and $\gamma$ retrieved from high quality data ($M_G$), all data ($M_A$) and large data in Figure 3.22 in the left panel along with the relative difference between $M_G$ and $M_A$ in the right panel. We can see the values of $\sigma$ and $\gamma$ retrieved from high quality data are always larger than the values retrieved from all data. Meanwhile, the profiles retrieved from high quality data and large data are very similar. This means that the difference between $M_G$ and $M_A$ for this day is mostly due to the removal of small values of $\sigma$ and $\gamma$. The relative difference between profiles of $\sigma$ is about 90% over all altitudes while the relative difference between the profiles of $\gamma$ is about 100% over all altitudes except around 74 km and 86 km. So the uncertainty caused by low quality data is even larger for this day than for the day of 23 April 2008.

We plot our estimates of the turbulent energy dissipation rate retrieved from the high quality PFISR measurements on 18 February 2013 in Figure 3.23. The energy dissipation rate is calculated from Equations 2.23 and 2.38 with the assumption that the buoyancy period has a constant value of 5 minutes. We plot the energy dissipation rate as a function of altitude and time in the left panel and the median profile in the right panel. In the left panel, we find a group of data points between 3:00 UT and 4:00 UT and 73 km and 82 km, between 22:30 and 23:30 UT and 62 km and 87 km, and between 15:00 UT and 18:00 UT and 65 km and 90 km. In the right panel, we see the values of $\epsilon$ fluctuate between 10 mW/kg and 100 mW/kg over 60 km to 75 km and then increase from 100 mW/kg at 75 km to 1000 mW/kg at 80 km. Then the values fluctuate between 1000 mW/kg and 10000 mW/kg between 85 km and 90 km. We plot the median profiles of $\epsilon$ retrieved from high quality data and all data in the left panel along and the relative difference between the two profiles in the right panel in Figure 3.24. We see that the profile based on high quality data is larger than that based on all data. The relative difference between the profiles of $\epsilon$ is about 100% over all altitudes except around 68 km and 81 km. Comparison of the profiles
Figure 3.21. Values of $\sigma$ and $\gamma$ retrieved from high quality PFISR measurements on 18 February 2013. Top: Values of $\sigma$ plotted as a function of altitude and time from 0:00 UT to 24:00 (left) and the median profile over the time period plotted as a function of altitude (right). Bottom: Values of $\gamma$ plotted as a function of altitude and time (left) and the median profile over the same period plotted as a function of altitude (right). The blue line denotes a simulated profile from MSIS model [Hedin, 1991].
Figure 3.22. Median profiles of $\sigma$ and $\gamma$ plotted against altitude for PFISR measurements on 18 February 2013. Two profiles are plotted for both $\sigma$ and $\gamma$ on the left side: median profiles retrieved from high quality data (‘good data’, solid red), (‘all data’, dashed blue). The relative difference between the profile retrieved from high quality data and all data is shown on the right side on each plot. See the text for details.
retrieved from high quality data, all data and large data shows that this relative difference is mostly due to the removal of data with small $\sigma$ or $\gamma$. As we expected, the uncertainty caused by using low quality data is even larger in the measurements on this day than that on 23 April 2008 due to the lower quality of the dataset.

Now we investigate the influence of the assumption of a buoyancy period of 300 s in the calculation of the turbulent energy dissipation rate $\epsilon$. The six buoyancy period profiles from SABER measured temperature data are shown in Figure 3.25. The SABER measurements are made between 02:52 UT and 13:57 UT. They are within a 5 degree range in latitude and 30 degree range in longitude of PFRR. The buoyancy period values of the single profiles vary between 150 s and 5000 s while the buoyancy period values of the mean profile vary between 206 s and 436 s. The SABER data show that while 300 s is a good estimate of the average buoyancy period between 60 km and 90 km, the buoyancy period can actually vary between 180 s and 1200 s in a range of 5 km. The mean profile of the buoyancy period is calculated from the average of the square of the buoyancy frequency of the six profiles. We now use the mean profile to calculated $\epsilon$ at each altitude. We plot the median profiles of $\epsilon$ when we apply constant buoyancy period and SABER measured buoyancy period in the left panel in Figure 3.26. We see there are significant differences between the two profiles. This can be seen more clearly in the relative difference profile plotted in the right panel of the figure. The relative difference varies between -5% and 30% between 60 km and 80 km and then varies between -30% and 30% between 80 km and 90 km. So the application of an accurate buoyancy period is also essential to achieve accurate estimates of $\epsilon$. 
Figure 3.23. Plot of the energy dissipation rate $\epsilon$ retrieved PFISR measurements on 18 February 2013. The energy dissipation retrieved from high quality data between 0:00 UT and 24:00 UT against altitude and time (left) and the median profile of the energy dissipation rate over the time period (right).
Figure 3.24. Median profiles of $\epsilon$ retrieved from high quality data (‘Good_data’, solid red) and all data (‘All_data’, dashed blue) (left) and the relative difference between the profiles retrieved from high quality data and all data (right).
Figure 3.25. Buoyancy period profiles calculated from SABER temperature measurements near PFRR over the altitude range from 60 km to 90 km on 18 February 2013. The buoyancy period calculated from each temperature profile and the mean of the profiles are plotted. The mean value is calculated by averaging the mean of the square of the buoyancy frequency. The gray line indicates a buoyancy period profile with a constant value of 300 s. The profiles are labeled by the universal time when each profile is measured. For instance, the profile labeled by ‘02180253’ is measured at 02:53, February 18 UT.
Figure 3.26. Median profiles of the energy dissipation rate $\epsilon$ retrieved from high quality PFISR measurements on 18 February 2013 when different profiles of buoyancy period are applied during the calculation. The two cases when applying a buoyancy period of 5 minutes at all altitude (dashed blue) and applying the mean profile of SABER measured buoyancy period at each altitude (solid red) are plotted (left). The relative difference between the two profiles is also plotted (right).
3.4 Conclusion

We have investigated the use of PFISR data to measure turbulent energy dissipation rates in the mesosphere. We have presented the results of two days, 23 April 2008 and 18 February 2013. We presented our data retrieval method and analyzed the uncertainty in the method. We presented our estimates of the turbulent energy dissipation rate when data of different quality were used for two datasets and compared the results to published work when it’s available. We find that the use of low quality data can cause an uncertainty of 60%-100% in the estimates of the energy dissipation rate. We presented our estimates of the turbulent energy dissipation rate when simultaneous SABER measurements of the buoyancy period are available. We find that the use of a measured buoyancy period can cause a difference of 30% in the estimates of the energy dissipation rate relative to the use of a climatological value. We conclude that it’s essential to use good quality data and an accurate buoyancy period to achieve accurate estimates of the energy dissipation rate.
Chapter 4 Lidar measurement of mesospheric nickel layer

In this chapter we present the first lidar detection and characterization of the mesospheric nickel (Ni) layer. The observations were made on the nights of 27-28 November 2012 and 20-21 December 2012 at Poker Flat Research Range (PFRR), Chakanika, Alaska (65°N, 147°W). The observations and an initial analysis were presented by Martus [2013]. We present the extended analysis that resulted in publication of the first lidar observation of the mesospheric Ni layer [Collins et al., 2015]. We characterize the mid-winter structure of the Ni layer and we interpret these observations of Ni in terms of previous observations of iron (Fe) at Chakanika and a recent satellite measurement of Ni and Fe airglow.

4.1 Lidar experiment and observations

The Ni resonance lidar is based on an excimer-pumped dye laser system and a 1.04 m diameter telescope that have been previously used to measure the mesospheric Na and Fe layers [Gelinas et al., 2005; Collins et al., 2011]. The lidar receiver subsystem employs a photomultiplier tube operating in photon-counting mode. For these Ni observations the dye laser was configured to operate at 337.054 nm using p-Terphenyl dye dissolved in p-Dioxane [Brackmann, 1997]. This line corresponds to the absorption line for the 3d^8(3F) 4s^2 → 3d^9(2D)4p transition. The excited Ni atoms in the 3d^9(2D)4p state decay through seven transitions [Fuhr et al., 1988]. We show these transitions and associated energy levels, terms and degeneracies in Figure 4.1. The lidar receiver includes an optical interference filter with a center wavelength of 337 nm and a full-width-half-maximum (FWHM) bandwidth of 3 nm. There were two transitions that are within the filter passband (highlighted in Figure 4.1), namely 3d^9(2D)4p → 3d^8(3F)4s^2 at 337.054 nm and 3d^9(2D)4p → 3d^9(2D)4s at 339.396 nm. The 337.054 nm transition
Figure 4.1. Energy level diagram for nickel showing transitions used in resonance lidar detection of the mesospheric Ni layer. Each transition is labelled with the corresponding transition vacuum wavelength in nm and the branching ratio. The transitions used in the lidar measurement are denoted with thicker lines and larger font.
has an Einstein A coefficient of $1.8 \times 10^7$ s$^{-1}$ and a branching ratio of 0.31 and the 339.396 nm transition has an Einstein A coefficient of $2.4 \times 10^7$ s$^{-1}$ and a branching ratio of 0.41.

We tune the wavelength of the dye laser by selecting a nominal laser wavelength and rotating a diffraction grating based on the manufacturer calibration. During observations of Fe and Na layers, the lidar resonance signals are large enough to allow the lidar operator to tune the lidar to the resonance wavelength in real-time. The resonance wavelength for each observation is found by scanning the laser wavelength in steps of ~1 pm and selecting the optimum resonance lidar signal. Fe measurements have been made on 56 nights at 372.099 nm (corresponding to 371.993 nm in air at standard temperature and pressure (STP)). For these Fe measurements the corresponding (nominal) laser wavelength varies between 371.990 nm and 372.036 nm with a mean of 372.013 nm and a standard deviation of 8 pm. We show these Fe wavelengths in Figure 4.2. Similarly Na measurements have been made on 26 nights at 589.158 nm (corresponding to 588.995 nm at STP). For these Na measurements the corresponding laser wavelength varies between 589.005 nm and 589.054 nm with a mean of 589.024 nm and a standard deviation of 15 pm. We also show these Na wavelengths in Figure 4.2. At both 372 nm and 589 nm the laser wavelength typically varies by less than 3 pm over a single observation period and between observations on successive days. In summary, the laser wavelength corresponding to a resonance transition is found close to the resonance STP wavelength, longer than the STP wavelength, and within 60 pm of the STP wavelength.
Figure 4.2. Vacuum wavelength, wavelength in air under standard temperature and pressure (STP), and laser wavelength for resonance lidar observations. Left panel shows wavelengths of Fe lidar (blue). Middle panel shows wavelengths of Na lidar (yellow). Right panel shows wavelengths of Ni lidar (purple). The bold blue arrow shows the possible wavelength range (60 pm) for this laser system based on Fe and Na lidar measurements.
4.2 Identification of nickel signal

The signal levels of the nickel lidar measurements are significantly lower than the Fe lidar measurements at PFRR which is due to lower dye efficiency, lidar optical efficiency, and lower atmospheric transmission at the shorter ultra-violet wavelength. Hence it’s impossible to tell in real time if the laser wavelength is at resonance or not during the experiment. We scan the wavelength through a range by steps of 1 pm and record the data at each wavelength. We then identify those data that are at the Ni resonance wavelength by analyzing the data from the whole observation after it is acquired.

The raw Ni resonance lidar signal represents the integrated signal from 1250 laser pulses, acquired at 75 m resolution. The STP wavelength of the Ni absorption line is 336.957 nm. On the night of 27-28 November 2012 the resonance lidar operated from 20:27 to 04:44 local standard time (LST) (LST = UT – 9 h). The laser wavelength was scanned over 60 pm between 336.956 nm and 337.007 nm in 1 pm steps. The lidar signal was recorded at each wavelength setting. A Ni resonance signal was first detected at a laser wavelength of 336.988 nm at 22:18 LST and again at 336.990 nm at 02:28 LST. On the night of 20-21 December 2012 the resonance lidar operated from 18:14 to 06:13 LST. The laser wavelength was scanned between 336.968 nm and 337.007 nm in 1 pm steps. A Ni resonance signal was detected at a laser wavelength of 336.990 nm at 22:22 LST. We show these three Ni laser wavelengths in Figure 4.2. The laser wavelength corresponding to Ni transition, like the Fe and Na laser wavelengths, is found close to the resonance STP wavelength, longer than the STP wavelength, and within 60 pm of the STP wavelength.
The integrated lidar signal for the Ni resonance signal detected on 27-28 November and 20-21 December 2012 is plotted in Figure 4.3. For lidar signals the total lidar signal, $N_{TOT}$, is the sum of the lidar signal due to scattering from the atmosphere, $N_S$, and the background signal, $N_B$. The signal $N_S$ varies with altitude, while the signal $N_B$ is constant in altitude and represents the combined signal due to background skylight and the background signal in the detector. The lidar signal has been smoothed with a 10 km running average. The signal represents the integrated echo from 35,000 laser pulses acquired over 45 minutes. The background signal is estimated by calculating the average signal over the 250-255 km altitude range and then subtracting this background from the total signal to yield the backscattered signal. The signal due to Rayleigh scatter is clearly visible up to $\sim 55$ km. A distinct Ni layer is clearly visible in the signal profile from 75 km to 100 km. The uncertainty in the lidar signal is determined using photon counting statistics and shows that this layer is statistically significant. The lidar signal associated with the non-resonance wavelengths is also shown in Figure 4.3. This signal represents the integrated echo from 875,000 laser pulses. Again the signal due to Rayleigh scatter is clearly visible. For these non-resonance lidar measurements there is no distinct Ni layer evident in the signal profile between 75 km and 100 km.

From the total signal profile in Figure 4.3 we see that the resonance signal from the Ni layer is not readily apparent and cannot be identified in real-time during the observations. We used a statistical approach to identify those profiles where the laser wavelength matched the resonance wavelength and there was signal from the Ni layer. The lidar signal is statistical in nature and the signal follows a Poisson distribution [e.g., Papoulis and Pillai, 1984]. We calculate the signal-to-noise-ratio (SNR) of the lidar signal over successive altitude intervals.
We summarize the basic statistics here, a full statistical analysis of lidar signals can be found in the literature [e.g., Collins et al., 2011; Chu and Papen, 2005].

The SNR of the lidar signal is defined as,

\[
SNR \triangleq \frac{N_S}{\Delta N_S}
\]

where \(N_S\) is the lidar signal over some altitude range \(z_1\) to \(z_2\) and \(\Delta N_S\) is the uncertainty in the signal. The uncertainty in this Poisson random variable as the square root of the expected value. Thus in terms of the total signal and the background signal the SNR is calculated as

\[
SNR = \frac{N_{TOT} - N_B}{\sqrt{N_{TOT}}}
\]

For this analysis we calculated the SNR as a function of altitude by calculating the total signal over 20 km intervals every 5 km, and we calculated the background signal as the average signal over the 200 km to 300 km range. We calculate the SNR profile for each of the 60 raw lidar profiles that were acquired on the night of the 27-28 November 2012. We show the results in Figure 4.4. The SNR is consistently positive over the 80 to 110 km indicating that there is significant resonance lidar signal in the 70-120 km altitude range when the laser wavelength was 336.988 nm and 336.990 nm. The maximum value of the SNR at 336.988 nm is 3.7 and remains greater than 1.0 up to 110 km. The maximum value of the SNR at 336.900 nm is 2.2 and remains greater than 1.0 up to 100 km. We have also conducted a Monte Carlo experiment where we have generated lidar profiles that include the same expected Rayleigh scatter signals, expected background signals, and noise statistics to those measured on the 27-28 November 2012. These profiles do not include a resonance scattering signal, so there is no Ni layer present.
Figure 4.3. Integrated Ni resonance lidar signal plotted as a function of altitude for 27-28 November and 20-21 December 2012. The upper panel shows the signal when lidar is tuned to Ni resonance line at 337.053 nm. The lower panel shows the signal when lidar is tuned off the Ni resonance line.
We calculate 50,000 simulated profiles and calculate the SNR value. Out of the 50,000 profiles, we find two profiles that have an SNR greater than or equal to 3.7, indicating a random occurrence rate of 0.004%. Out of the 50,000 profiles, we find 954 profiles that have an SNR greater than or equal to 2.2, indicating a random occurrence rate of 2%. However, the SNR for both profiles remains greater than 1.0 over two or more successive independent intervals. For both profiles the probability Monte Carlo simulation shows that the probability of successive independent values of SNR greater than 2.0 and 1.0 is 0.3%. Thus we conclude that the signals at 336.988 nm and 336.990 nm are statistically significant at greater than 99.7%. We repeated the analysis of the raw lidar data acquired on the 20-21 December 2012 and found a statistically significant resonance lidar signal at 336.990 nm. Furthermore, the reproducibility of the laser wavelength for all three profiles (within 2pm) gives us further confidence in the significance of these measurements.

We also investigated if the echo from 75 km to 100 km could be due to the scattering from aerosols or air. A Rayleigh lidar was also operating at PFRR on the nights of 27-28 November and 20-21 December 2012 [Irving et al., 2014]. This Rayleigh lidar operating at 532 nm yields lidar signal profiles that are similar to the non-resonance signal profiles, showing a Rayleigh signal that decreases with altitude, and there is no distinct layer found between 70 km and 120 km. In Figure 4.5, we show the Ni lidar signal and the scaled Rayleigh lidar that was acquired at the same time. The Rayleigh lidar signal is normalized to the Ni lidar signal over at 30 km. The resonance lidar signal clearly dominates the lidar signal in the 70 km to 120 km altitude range. Over the 73 to 103 km altitude range the Rayleigh lidar signal is 5 photon counts while the resonance lidar signal is 480 photon counts. Thus we conclude that the lidar signal is dominated by resonance scattering from the Ni layer.
Figure 4.4. SNR values of data sets for the night of 27-28 November 2012. The SNR values are calculated over 20 km altitude intervals. The center varies from 80 km to 180 km at step of 5 km. The two nickel resonance sets are highlighted by color. A Ni resonance signal was first detected at a laser wavelength of 336.988 nm at 22:18 LST (red) and again at 336.990 nm at 02:28 LST (dashed blue).
Figure 4.5. Integrated Ni resonance lidar signal plotted as a function of altitude for 27-28 November and 20-21 December 2012 and Rayleigh lidar signal at the same time period. The Rayleigh signal is normalized to the Ni signal at 30 km.
4.3 Determination of nickel concentration

We extend the standard resonance lidar inversion techniques [e.g., Tilgner and von Zahn, 1988; Chu and Papen, 2005] to determine the concentration of the Ni atoms based on resonance absorption at one wavelength ($\lambda_1$, 337.054 nm) and emission at two wavelengths ($\lambda_1$, 337.054 nm, and $\lambda_2$, 339.396 nm). The lidar equations for the Ni lidar are,

$$N_{TOT}(z) = \Phi_L \times (T_1) \times (\sigma_{abs}(\lambda_1) \rho_{Ni}(z) \Delta z) (\gamma_1 \eta_1 T_1 + \gamma_2 \eta_2 T_2) \times \left(\frac{A}{4\pi z^2}\right) + N_B  \tag{4.3}$$

and

$$N_{TOT}(z_R) = \Phi_L \times (T_1) \times (\sigma_{R}(\lambda_1) \rho_{air}(z_R) \Delta z) \times (\eta_1 T_1) \times \left(\frac{A}{z_R^2}\right) + N_B.  \tag{4.4}$$

The ratio of the Ni resonance signal at altitude $z$, $N_{Ni}(z)$, to the Rayleigh signal at altitude $z_R$, $N_{R}(z_R)$ may be written as,

$$\frac{N_{Ni}(z)}{N_{R}(z_R)} = \frac{\sigma_{abs}(\lambda_1) \rho_{Ni}(z)}{\sigma_{R}(\lambda_1) \rho_{air}(z_R)} \left[\frac{\gamma_1 \eta_1 T_1 + \gamma_2 \eta_2 T_2}{\eta_1 T_1}\right] \frac{1}{4\pi} \frac{z_R^2}{z^2}  \tag{4.5}$$

where $N_{Ni}(z) = N_{TOT}(z) - N_B$, $N_{R}(z_R) = N_{TOT}(z_R) - N_B$, $\sigma_{abs}$ is the effective resonance absorption cross section at $\lambda_1$, $\sigma_{R}$ is the Rayleigh backscatter cross section at $\lambda_1$, $\rho_{Ni}$ is the concentration of Ni, $\rho$ is the concentration of air at altitude $z_R$, $\gamma_{1,2}$ are the branching ratios, $\eta_{1,2}$ are the receiver efficiencies, and $T_{1,2}$ are the one-way atmospheric transmission at $\lambda_{1,2}$ respectively. Thus the concentration of Ni may be determined from the resonance and Rayleigh signals as,

$$\rho_{Ni}(z) = \frac{N_{Ni}(z)}{N_{R}(z_R)} \frac{\sigma_{R}(\lambda_1) \rho(z_R)}{\sigma_{abs}(\lambda_1)} \frac{1}{\left[\frac{\gamma_1 + \gamma_2 \eta_2 T_2}{\eta_1 T_1}\right]} \left(4\pi \frac{z_R^2}{z^2}\right).  \tag{4.6}$$
For the laser linewidth of 1.2 pm FWHM we calculate an effective absorption cross-section of $1.76 \times 10^{-17} \text{ m}^2$. We use meteorological data from the radiosonde launch 50 km away at Fairbanks International Airport to determine the atmospheric density at 30 km. We calculate the ratio of the receiver efficiencies as the ratio of the filter transmissions ($0.26 (= 0.15/0.57)$). We assume that the ratio of the atmospheric transmissions is 1. The ozone layer is optically thin at these wavelengths and the difference in transmission at $\lambda_1$ and $\lambda_2$ yields a change of less than 1% in the determination of the Ni concentration [Molina and Molina, 1986]. The laser was scanned at 1 pm steps and the laser is tuned to within 0.5 pm of the resonance line. Thus the absorption cross section may be 66% of the value at line center, and hence the actual Ni concentration may be 50% higher than our nominal value. Thus, our estimate of the Ni concentration is a lower bound.

We calculate the Ni concentration profile from 70 to 120 km and plot the Ni concentration profiles in Figure 4.6. The concentration profile has been filtered with a cut-off wavelength of 10 km. We plot three Ni profiles in Figure 4.6; the concentration profile calculated from the lidar signal measured on the 27-28 November 2012, the concentration profile calculated from the lidar signal measured on the 20-21 December 2012, and the concentration profile calculated from the sum of the lidar signals measured on both nights. The Ni concentrations are similar on both nights. Based on the quality of the raw lidar signal we limit our analysis of the Ni layer to the 73 km to 103 km altitude range. We tabulate the characteristics of the Ni layer in Table 4.1. In summary the Ni layer has a peak concentration of $1.6 \times 10^4 \text{ cm}^{-3}$ at 87.0 km, with a column abundance of $2.7 \times 10^{10} \text{ cm}^{-2}$, a centroid height of 87.8 km, and an RMS width of 6.4 km. The Ni layer is asymmetric with an RMS width that is smaller (5.8 km) on the bottomside and larger (7.0 km) on the topside.
Table 4.1. Characteristics of the mesospheric nickel layer at (65°N, 147°W)

<table>
<thead>
<tr>
<th>Date</th>
<th>November-December 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altitude range (km)</td>
<td>73-103</td>
</tr>
<tr>
<td>Column Abundance (cm(^{-2}))</td>
<td>2.7x10(^{10})</td>
</tr>
<tr>
<td>Peak Altitude (km)</td>
<td>87.0</td>
</tr>
<tr>
<td>Peak Concentration (cm(^{-3}))</td>
<td>1.6x10(^{4})</td>
</tr>
<tr>
<td>Centroid Height (km)</td>
<td>87.8</td>
</tr>
<tr>
<td>RMS width (km)</td>
<td>6.4</td>
</tr>
<tr>
<td>Topside RMS width (km)</td>
<td>7.0</td>
</tr>
<tr>
<td>Bottomside RMS width (km)</td>
<td>5.8</td>
</tr>
</tbody>
</table>

From Equation 4.6 we see that our estimate of the Ni concentration, \( \rho_{\text{Ni}}(z) \), is proportional to the density of air at the Rayleigh altitude, \( \rho(z_R) \). In our retrieval we use the radiosonde data from Fairbanks International Airport. We now also calculate the Ni concentration using the air density from the Extended Mass Spectrometer and ground-based Incoherent Scatter (MSISE-90) model [Hedin, 1991]. We calculate the Ni concentration twice: first using an altitude at 30 km (that matches the radiosonde altitude), and second using an altitude of 52 km (that coincides with where the magnitude of the Rayleigh signal is similar to that of the resonance signal). We plot the three Ni concentration profiles in Figure 4.7. We see that the Ni concentrations vary by less than 5% between the radiosonde-based and MSIS-based
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Figure 4.6. Ni concentration profile plotted as a function of altitude. The Ni concentration is calculated from the lidar measurements on the nights of 27-28 November and 20-21 December 2012. The three profiles represent the Ni profile derived from the lidar measurements on each night (dashed) and the combined lidar measurements (solid).
retrieval at 30 km. The MSIS-based retrieval at 52 km yields Ni concentrations that are 40% larger than the radiosonde-based retrieval. We conclude that our estimate of the Ni concentration is not biased too large by our choice of the density of air, and again represents a lower bound.

4.4 Discussion and conclusions

We compare these observations of the Ni layer with previous wintertime observations of the Fe layer at Chatanika. Resonance lidar observations have been made on an ongoing basis since 2001. We process the Fe lidar data with identical smoothing and filtering as the Ni lidar data. The lidar measurements in mid-December yield a nightly averaged Fe layer with a layer peak at 83.3 km with a concentration of $2.1 \times 10^4$ cm$^{-3}$ and a nightly average column abundance of $3.4 \times 10^{10}$ cm$^{-2}$. The Fe layer is asymmetric with a larger RMS width on the topside than the bottomside. Over the course of the night the Fe column abundance and peak concentration can vary by a factor of 2 and the altitude of the peak can vary by 4 km. The peaks of the Ni and Fe layers are at similar altitudes, consistent with the fact that Ni and Fe have similar volatility [Flynn, 2002]. The ratio of the Fe to Ni column abundance is nominally 1.2 with a possible range of 0.6-2.5 and the ratio of the peak concentrations is 1.3 with a possible range of 0.7 – 2.6. These ratios are lower than the ratio of Fe to Ni of 18 found in chondrite meteorites [Lodders and Fegley, 1998; Palme and Jones, 2003]. In contrast to chondrite meteorites, in Fe meteorites the content of Ni is typically 10% with rare cases of greater than 30%, yielding a ratio of Fe to Ni in the range 2.3-9.0 [Buchwald, 1975; Lodders and Fegley, 1998; Haack and McCoy, 2003]. However, Fe meteorites are less common than chondrite meteorites, representing ~5% of all meteorite falls and ~30% of meteorite finds [Buchwald, 1975].
Figure 4.7. Ni concentration profiles plotted as function of altitude on the night of 27-28 November 2012. The profiles are calculated using different atmospheric density profiles; radiosonde at 30 km (purple solid), MSIS at 30 km (red short dashed), and MSIS at 52 km (red long dash).
Nightglow limb radiances have been reported for the chemiluminescent FeO* and NiO* layers during nighttime in June and July 2003 by the Optical Spectrograph and InfraRed Imager System (OSIRIS) aboard the Odin satellite [Evans et al., 2011]. The ratio of the peak FeO* emission to NiO* emission is 3.9 and the ratio of the column emissions is 3.7. Evans et al. note that while the rates for the Ni airglow reactions are unavailable, assuming similar rates for the Fe and Ni airglow implies similar ratios for the Fe and Ni concentrations. These airglow measurements suggest that the ratio of Fe to Ni in the meteoric metal layers is again lower than that found in chondrite meteorites and most Fe meteorites. The difference in the Fe to Ni ratio between these summertime satellite measurements and the winter time lidar measurements is consistent with the expected differences in the seasonal variances in the abundances of the metal layers.

These Ni lidar measurements have been made without a laboratory spectral reference, and thus we consider the possibility that backscatter from another species might contribute to the lidar signal. We consider five possibilities: other mesospheric atoms, atomic oxygen (O), molecular oxygen (O₂), hydroxyl (OH), and molecular nitrogen (N₂). We review the spectroscopic data for elements that are found in chondrite meteorites [Palme and Jones, 2003]. We consider the spectra of Al, Co, Cr, Ca, Fe, K, Li, Mg, Mn, Na, Si, V and Zn (both neutral and singly ionized, I and II) in the range 330-345 nm and find no absorption lines with lower energy levels less than 5,000 cm⁻¹ [Kramida et al., 2013]. These lower energy states (~ 5,000 cm⁻¹) are negligibly populated (~e⁻36) at typical mesospheric temperatures (~200 K). However, we find that Ti and Sc⁺, also present in chondrite meteorites, have absorption lines close to the Ni line with lower states in the ground state and 68 cm⁻¹ respectively, and Einstein A coefficients of approximately 10⁷ s⁻¹ [Kramida et al., 2013]. Ti has an absorption line at 337.140 nm (337.043
nm at STP) associated with the $3d^24s^2 \rightarrow 3d^2(^3F)4s4p(^1P^o)$ transition. Sc$^+$ has an absorption line at 336.990 nm (336.894 nm at STP) associated with the $3p^63d4s \rightarrow 3p^63d4p$ transition. Based on the performance of our lidar system as discussed earlier in Section 4.1, the Ti absorption line corresponds to a laser wavelength between 337.040 nm and 337.100 nm, while the Sc$^+$ absorption line corresponds to a laser wavelength between 336.890 nm and 336.950 nm. We show the relevant Ni, Ti and Sc$^+$ wavelength ranges in Figure 4.8. Based on our analysis of Fe and Na lidar measurements (Figure 4.2) we expect the laser wavelengths to lie within 60 pm of the STP wavelength. In Figure 4.8 we see that the three Ni resonance wavelengths lie outside the expected laser wavelength range of Ti or Sc$^+$. Hence there is no contribution by these meteoric species to the lidar signal at a laser wavelength of 336.990 nm. We find that atomic oxygen has no absorption lines in the 330-345 nm range [Kramida et al., 2013]. Molecular oxygen has an absorption band associated with the $B^3\Sigma_u^- \rightarrow X^3\Sigma_u^+$ transition [Krupenie, 1972; Laher and Gilmore, 1991]. The closest absorption line to the Ni resonance line is at 337.085 nm for $\nu = 14 \rightarrow \nu = 0$ , $J = 10 \rightarrow J = 9$ transition. However, the Einstein A coefficient for this transition is on the order of 1000 s$^{-1}$ and thus will not yield a significant backscatter signal or layer shape in the lidar signal. Hydroxyl has a band associated with the $X^2\Pi(0,0) \rightarrow A^2\Sigma^+$ located in the ultraviolet and lidar measurements of hydroxyl have been conducted at 308 nm [Brinksma et al., 1998]. However, this absorption line is too far removed from the Ni resonance line to contribute to our lidar signal. Molecular nitrogen has an absorption band associated with the $B^3\Sigma_g^+ \rightarrow C^3\Sigma_u^+$ transition that contains lines close to the Ni resonance line [Laher and Gilmore, 1991]. These are the lines found in nitrogen lasers [Heard, 1963]. However, the lower levels of these transitions have a very high energy (~ 60,000 cm$^{-1}$) and are negligibly populated (~$e^{-31}$) at typical mesospheric temperatures (~200 K). Thus we conclude that none of these species
contribute to our measured lidar signal and that the lidar signal represents backscatter from the mesospheric Ni layer.

We have presented the first resonance lidar detection and characterization of the mesospheric Ni layer. The Ni concentration profile has been measured on two nights. These observations show a Ni layer with an abundance that is considerably higher than that expected from meteorites.
Figure 4.8. Ni (purple), Ti (red) and Sc⁺ (black) resonance wavelengths in the 337 nm region. For each species the STP wavelength (lower value, e.g., Ni 336.956 nm), the STP wavelength plus 60 pm (e.g., Ni 337.016 nm), and the vacuum wavelength (upper value (e.g., 337.053 nm) is plotted. The 60 pm wavelength range is highlighted with a blue arrow and represents the possible laser tuning range where the resonance line is expected to be found for each species. The actual Ni laser wavelengths are plotted as diamonds.
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Chapter 5 Summary and future work

In this thesis, we have presented studies of the Arctic mesosphere with two remote sensing instruments located at the Poker Flat Research Range (PFRR) Chatanika, Alaska. We have presented an investigation of turbulence based on measurements with the Poker Flat Incoherent Radar (PFISR) and an investigation of the mesospheric nickel (Ni) layer based on measurements with a resonance lidar. Neither the radar nor the lidar instruments was originally designed to make these measurements. In our study we have attempted to expand their ability to make these measurements. We presented our validation of these measurements and analysis of the uncertainties in the measurements. We characterized mesospheric turbulence in terms of the energy dissipation rate as a function of altitude and time on two days: 23 April 2008 UT and 18 February 2013 UT. We investigated the uncertainties in these measurements and found that use of high quality PFISR data and accurate buoyancy period values are essential to achieve accurate turbulent measurements. We characterized the mesospheric Ni layer in terms of profiles of nickel concentration as a function of altitude on two nights, the night of 27-28 November 2012 and 20-21 December 2012 LST (LST = UT − 9 h). We found that our estimates of nickel concentrations are significantly higher than expected from studies of meteors.

5.1 PFISR measurement of turbulence in the mesosphere

In this study, we reviewed the theory of turbulence and turbulence measurements. We presented measurements of mesospheric turbulence using PFISR data acquired on two days, 23 April 2008 and 18 February 2013 UT. Our goal is to measure the turbulent energy dissipation rate based on the width of the radar spectra, following Nicolls and coworkers [Nicolls et al., 2010]. We presented our method to fit the spectra with a Voigt function using a Levenberg-
Marquardt algorithm. We determine the uncertainties in the fitted parameters based on a Monte Carlo experiment. Through further investigation of the Monte Carlo experiment we found that when the data quality is low, the fitted parameters have bimodal distributions. With a secondary peak near zero, we conclude that the presence of this bimodal behavior makes our estimates of the energy dissipation smaller than the actual value. Furthermore, when the spectral quality is low, the amplitude of the noise is large compare to the signal, yielding a very small Gaussian RMS width, \( \sigma \), or Lorentzian HWHM, \( \gamma \). We used these results to establish a formal set of criteria for screening good estimates of the RMS width of the Gaussian component, \( \sigma \) and the HWHM of the Lorentzian component, \( \gamma \).

The electron densities are high on 23 April 2008 and yield high quality radar measurements. We identified 103 good data points with the uncertainties of the measured turbulent energy dissipation rate less than 50%, corresponding to uncertainties in RMS velocity less than 25%, from the 2640 data points acquired between 13:00 and 24:00 UT over 60 and 90 km. The median profile of the energy dissipation rate retrieved from these good quality data characterize that the energy dissipation rate increases with altitude from 50 mW/kg at 65 km to 300 mW/kg at 80 km, and then more rapidly to 2000 mW/kg at 87 km. We compared this profile with the median profile retrieved from all data acquired on this day and found that the relative difference is between 40% and 100%. Furthermore, the values are significantly larger than those reported by Nicolls and coworkers [Nicolls et al., 2010].

The electron densities on 18 February 2013 are lower than on the 23 April 2008 and yield lower quality radar measurements. We identified 135 good data points from the 5760 data points acquired between 0:00 and 24:00 UT over 60 and 90 km. The median profile of the energy dissipation rate retrieved from these good quality data characterize that the energy dissipation rate
rate fluctuates between 10 mW/kg and 100 mW/kg over 60 km to 75 km and then increases from 100 mW/kg at 75 km to 1000 mW/kg at 80 km and then fluctuates between 1000 mW/kg and 10000 mW/kg over 85 km to 90 km. We compared this profile with the median profile retrieved from all data acquired on this day and found that the relative difference is between 70% and 100%. On this day we determined the buoyancy frequency from satellite measurements of the temperature profile. We compared the use of measured values of buoyancy frequency with a climatological value (as used on 23 April 2008) and found differences of between 5% and 30% in the estimates of the turbulent energy dissipation rate.

We identified two sources of uncertainties when measuring turbulent energy dissipation with incoherent scatter radar: the uncertainty in the spectra and the uncertainty in the buoyancy period. The first source can be reduced by increasing the received signal. We found that to make trustworthy measurements of mesosphere turbulence, the SQF of the spectra need to be larger than 3.5. Since the minimum of the SQF is ~1 during daytime (13:00 UT to 3:00 UT), the strength of the received signal needs to be increased by a factor of 3. During night time, the electron densities are a lot lower (a factor of 10 to 100 based on IRI data), hence the signal strength needs to be increased more to make nighttime measurement possible. The second source can be eliminated by applying a measured profile of the buoyancy frequency. The buoyancy period profile can be measured by satellite (e.g. SABER) or by lidar. For PFISR data, there is a Rayleigh lidar operating at PFRR that can give consistent temperature measurements. However, the current Rayleigh lidar only operate during the night. To make simultaneous radar-lidar measurements, either the lidar or radar system need to be further developed. For instance, we could incorporate a narrow band filter to the lidar system to make daytime lidar measurements.
possible or increase number of dipoles in the radar to make nighttime radar measurements possible.

5.2 Lidar measurements of nickel in the mesosphere

In this study, we presented the first resonance lidar detection and characterization of the mesospheric Ni layer. The signal levels of the Ni lidar measurements are lower than previous iron (Fe) lidar measurements due to lower dye efficiency, lidar optical efficiency and lower atmospheric transmission. The Ni resonance signals were identified using a signal-to-noise (SNR) analysis. We analyzed lidar data acquired on two nights, 27-28 November 2012 and 20-21 December 2012. We identified Ni resonance signals at two laser wavelengths; 336.988 nm at 22:18 LST and 336.990 nm at 02:08 LST on 27-28 November 2012 and again at 336.990 nm at 22:22 LST on 20-21 December 2012. We calculated the Ni concentration profiles from 70 km to 120 km on these two nights. We achieved a Ni layer between 73 km and 103 km, with a peak concentration of $1.6 \times 10^4$ cm$^{-3}$ at 87 km, a column abundance of $2.7 \times 10^{10}$ cm$^{-2}$, a centroid height of 87.8 km and an RMS width of 6.4 km. We compared our Ni measurements to earlier Fe measurements at Chatanika. We found that the ratio of the Fe to Ni column abundance is normally 1.2 with a possible range of 0.6-2.5, and the ratio of the peak concentration is 1.3 with a possible range of 0.7-2.6. These atmospheric concentrations of Ni are higher than expected. The Fe to Ni ratio in chondrite meteorites is found to be 18 [Lodders and Fegley, 1998]. However, satellite measurements of the Ni and Fe nightglows and found that ratio of the peak FeO* emission and NiO* emission is 3.9 and the ratio of the column emissions is 3.7 [Evans et al., 2011].
We considered several possibilities that may have contributed to our retrieval of larger Ni concentrations than expected. We excluded the possibility that random noise can contribute to the Ni layer structure by conducting a Monte Carlo experiment and determining the signal-to-noise ratio (SNR) of our nickel measurements. Based on the Monte Carlo experiment we find that the SNR of our measurements are significant at the 99.7% level. We also investigated the possibility that the Rayleigh lidar signal may have added to the lidar signal from Ni layer. Using measurements from a collocated Rayleigh lidar and we found no significant contribution to the Ni signal from Rayleigh signal. Finally we excluded the possibility that resonance scatter from another species may contribute to the signal by reviewing the spectroscopic data of the atoms and molecules in the atmosphere. We considered species including: other mesospheric atoms, atomic oxygen (O), molecular oxygen (O₂), hydroxyl (OH) and molecular nitrogen (N₂) and found that none of these species appear to contribute to the lidar signal.

Future Ni measurements, that extend through the entire night and extend through the year, would allow us to better understand the physics and chemistry of the Ni layer. Efforts are underway at PFRR to improve the lidar systems, both in terms of the efficiency of the receiver telescopes and the transmitting telescopes. These improvements will yield Ni measurements with higher signal levels and better data quality. Our goal is to use resonance and Rayleigh lidars at PFRR to make simultaneous Ni, Na, and density measurements and understand these high levels of Ni in the atmosphere.
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