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Abstract

Plasma in the Earth’s ionosphere is highly irregular on scales ranging between a few centimeters and hundreds of kilometers. Small-scale irregularities or plasma waves can scatter radio waves resulting in a loss of signal for navigation and communication networks. The polar region is particularly susceptible to strong disturbances due to its direct connection with the Sun’s magnetic field and energetic particles. In this thesis, factors that contribute to the production of decameter-scale plasma irregularities in the polar $F$ region ionosphere are investigated. Both global and local control of irregularity production are studied, i.e. we consider global solar control through solar illumination and solar wind as well as much more local control by plasma density gradients and convection electric field.

In the first experimental study, solar control of irregularity production is investigated using the Super Dual Auroral Radar Network (SuperDARN) radar at McMurdo, Antarctica. The occurrence trends for irregularities are analyzed statistically and a model is developed that describes the location of radar echoes within the radar’s field-of-view. The trends are explained through variations in background plasma density with solar illumination affecting radar beam propagation. However, it is found that the irregularity occurrence during the night is higher than expected from ray tracing simulations based on a standard ionospheric density model. The high occurrence at night implies an additional source of plasma density and it is proposed that large-scale density enhancements called polar patches may be the source of this density. Additionally, occurrence maximizes around the terminator due to different competing irregularity production processes that favor a more or less sunlit ionosphere.

The second study is concerned with modeling irregularity characteristics near a large-scale density gradient reversal, such as those expected near polar patches, with a particular focus on the asymmetry of the irregularity growth rate across the gradient reversal. Directional dependencies on the plasma density gradient, plasma drift, and wavevector are analyzed in the context of the recently developed general fluid theory of the gradient-drift instability. In the ionospheric $F$ region, the strongest asymmetry is found when an elongated structure is oriented along the radar’s boresight and moving perpendicular to its direction of elongation. These results have important implications for finding optimal
configurations for oblique-scanning ionospheric radars such as SuperDARN to observe gradient reversals.

To test the predictions of the developed model and the general theory of the gradient-drift instability, an experimental investigation is presented focusing on decameter-scale irregularities near a polar patch and the previously uninvestigated directional dependence of irregularity characteristics. Backscatter power and occurrence of irregularities are analyzed using measurements from the SuperDARN radar at Rankin Inlet, Canada, while background density gradients and convection electric fields are found from the north face of the Resolute Bay Incoherent Scatter Radar. It is shown that irregularity occurrence tends to follow the expected trends better than irregularity power, suggesting that while the gradient-drift instability may be a dominant process in generating small-scale irregularities, other mechanisms such as a shear-driven instability or nonlinear process may exert greater control over their intensity.

It is concluded from this body of work that the production of small-scale plasma irregularities in the polar $F$-region ionosphere is controlled both by global factors such as solar illumination as well as local plasma density gradients and electric fields. In general, linear gradient-drift instability theory describes small-scale irregularity production well, particularly for low-amplitude perturbations. The production of irregularities is complex, and while ground-based radars are invaluable tools to study the ionosphere, care must be taken to interpret results correctly.
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Chapter 1
Introduction

Plasmas are fluid masses of charged particles, often formed when neutral atoms and molecules in a gas are ionized by external energy. Instances of plasma include everything from fluorescent lightbulbs and flames to more exotic examples such as nuclear fusion reactor experiments, most stars, nebulas, and the interstellar medium. In fact, about 99% of visible matter in the known universe exists in the plasma state. Of particular interest to this thesis is the plasma in the Earth’s ionosphere.

Ionospheric plasma is partially ionized, meaning that only a fraction of the particles are ionized and the rest are neutral. Investigation of the dynamics of plasmas therefore requires not only collisions between particles to be considered but also charge-charge interactions and external and internal electric and magnetic fields. These dynamics can generate waves in the plasma, which cause density perturbations. Similarly, variations in plasma temperature and electric and magnetic field strength can occur on a variety of scales. This thesis focuses on mechanisms by which density variations in ionospheric plasma occur, often referred to as plasma structures.

1.1 The Solar-Terrestrial Environment

The solar-terrestrial environment begins with the Sun in the center of the solar system. The Sun is composed of highly energized plasma that is gravitationally bound together. The surface of the Sun is highly dynamic, populated with sunspots, which are dark and relatively cool regions with intense magnetic fields, as well as coronal holes, which are low-density areas characterized with a continuous outflow of plasma. The intense magnetic fields associated with sunspots can break down releasing a large amount of energy and plasma, known as a solar flare. Planet-sized masses of plasma known as coronal mass ejections (CMEs) can be ejected from the surface, which can be large enough to maintain an internal magnetic field as they travel through the solar system. The frequency of sunspots and large outbursts of plasma changes with the 11-year-long solar cycle. A large number of sunspots, high occurrence of fast and dense plasma outbursts, strong x-ray or extreme ultraviolet (EUV) flux, and a highly variable magnetic field indicate solar maximum. Conversely, solar minimum is characterized by a low sunspot number and slow and relatively steady outflow of plasma. This thesis examines factors that control irreg-
ularity production in the Earth’s ionosphere, which can be strongly influenced by solar activity.

The Sun interacts with the rest of the solar system through solar radiation and the solar wind, a continuous outflow of plasma that carries the Sun’s magnetic field with it. This is shown in Figure 1.1. The solar wind, represented by the blue arrows in Figure 1.1, typically has a density around 10 cm$^{-3}$ and is traveling away from the Sun on the order of 400 km/s at the Earth’s orbit. However, like the Sun, the solar wind is highly dynamic and these parameters can change drastically over a period of minutes. CMEs, for instance, create a substantial increase in density and are often preceded by a shock, a region of hot, compressed plasma caused by the CME moving at supersonic speeds. In addition to the outflow of plasma, the solar wind also contains the Sun’s magnetic field extended into the outer limits of the solar system, called the interplanetary magnetic field (IMF), orange lines in Figure 1.1. Because the Sun has a short rotation period (about 27 days at the equator), the IMF gets twisted into a spiral, commonly called the Parker Spiral [Parker, 1958; Kivelson and Russell, 1995]. When the IMF reaches the Earth, the magnetic field is typically oriented at a 45° inclination relative to the ecliptic, but this is highly variable depending on solar wind conditions.

The IMF interacts with the Earth’s own magnetic field, and this interaction creates the magnetosphere. Without the solar wind, the Earth’s magnetosphere would be approximately in a dipole shape, but dynamic pressure from the solar wind causes the Sun-facing side to be compressed to 6–10 Earth radii and the opposite side to be stretched into an extended tail (hundreds of Earth radii). Because the solar wind is typically a supersonic flow, a bow shock forms on the dayside of the magnetosphere, green line in Figure 1.1. The heated and compressed solar wind plasma created by the bow shock is known as the magnetosheath, the purple region in Figure 1.1. The magnetopause, black dashed line, is the actual boundary between solar wind plasma in the magnetosheath and magnetospheric plasma. Magnetic field lines that are part of the closed magnetosphere are shown in grey in Figure 1.1. However, usually the magnetosphere is not fully closed. At the magnetopause, magnetic reconnection can occur between the IMF and the Earth’s magnetic field creating magnetic field lines that directly connect the Sun to the Earth via the solar wind, commonly referred to as open field lines, light blue in Figure 1.1. This reconnection occurs on last closed field line intersecting the magnetopause (highlighted in orange in Figure 1.1). Open field lines allow highly energized solar particles to enter the
Figure 1.1. Solar-terrestrial environment
Diagram of the solar-terrestrial environment. The solar wind, blue arrows, contains both a steady stream of charged particles and the interplanetary magnetic field, orange. The purple region represents the magnetosheath, the shock layer formed due to the supersonic plasma outflow from the Sun. The bow shock is indicated by the green line. The magnetopause encloses the magnetosphere dominated by the geomagnetic field and is shown by the black dashed line. Closed magnetic field lines from the Earth are shown in grey, while open field lines are shown in light blue. The ionosphere is shown in yellow above the Earth’s surface (not to scale).
magnetosphere and tend to occur around the Earth's polar caps, making these regions particularly interesting to study due to very complex behavior and coupled interactions between the Earth and the Sun.

Closer to the Earth's surface, the magnetosphere also interacts with the Earth's ionosphere, a layer of partially ionized plasma in the upper atmosphere, yellow in Figure 1.1. The interaction between charged particles in the ionosphere with magnetic field lines couples the ionosphere, magnetosphere, and solar wind to create non-trivial dynamics. Additionally, neutral winds in the thermosphere can influence the ionosphere through viscous interactions. Overall, the charged particle interactions in the ionosphere create a highly complex system, which is further complicated by coupling with both the thermosphere from below and the magnetosphere and solar wind from above.

1.2 The Earth's Ionosphere

The focus of this work is the Earth's ionosphere, a region of the upper atmosphere that extends approximately 50–1000 km in altitude where neutral gases have been partially ionized, resulting in free electrons and ions mixed with neutral particles. Two competing processes occur in the ionosphere to create a peak in the electron density. Solar illumination and particle precipitation ionize neutrals, and the density of ions increases as altitude decreases because there are more neutral molecules available to ionize. However, ionizing radiation does not penetrate the atmosphere easily below a certain altitude, and ion recombination becomes a substantial factor, reducing the ion density. The exact altitude where this density peak occurs varies with time of day, location, season, and solar cycle. Representative model examples of electron density changes with altitude are shown in Figure 1.2, found from the International Reference Ionosphere (IRI) model run on January 1, 2007 at 75° N, 0° E, geographic (the IRI model is discussed further in Section 1.3.3).

Above 50 km, the primary neutral particles are atomic oxygen, O, molecular oxygen, O₂, and molecular nitrogen, N₂, with N₂ dominating at low altitudes but O becoming predominate above 250 km [Kelley, 2009]. Common ions at these altitudes are therefore mostly composed of oxygen and nitrogen, O⁺, NO⁺, and O₂⁺, but hydrogen, H⁺, can contribute as well, particularly at higher altitudes [Kelley, 2009]. In the ionosphere, neutral densities are typically several orders of magnitude higher than ion densities, however even a small number of charged particles changes the behavior of the region dramatically. Because there are so many different ion species, plasma density is usually discussed sim-
Figure 1.2. Ionosphere density profiles
Altitude profiles of electron density throughout the ionosphere found from the IRI model. Typical extents of the D, E, and F regions are identified.
ply in terms of electron density. Plasmas are assumed to be quasineutral, meaning that electron and ion densities are approximately the same so the plasma does not have an overall charge. The electron density is equal to the sum of densities of all the ions in the plasma, or \( n = n_e = \sum n_i \).

### 1.2.1 Ionospheric Regions

The ionosphere is typically divided into three regions, Figure 1.2. The \( D \) region is located between 80 and 90 km in altitude and typically only exists in the daytime when the ionosphere is sunlit. The \( E \) region typically exists between 90 and 130 km with a density peak between 105 and 110 km, depending on factors such as time of day and season. Above 130 km is considered to be the \( F \) region, which has a density peak around 250 km, Figure 1.2 [Kivelson and Russell, 1995]. The \( F \) region can actually have two peaks under some daytime conditions, notated as the \( F1 \) peak and the \( F2 \) peak. The peak heights and densities of each of these regions is highly variable both diurnally and seasonally. In Figure 1.2, the daytime profile is shown with the solid line next to a nighttime profile shown with a dashed line. Note that night electron densities are generally lower at all altitudes due to the lack of photoionization during the night time, however densities can be high in the cases of aurora or a sporadic \( E \) layer. In addition, the \( F \)-region peak moves to higher altitudes at night. The focus of this thesis is on the \( F \) region.

Because the concentrations of ions and neutral particles changes with altitude, each of these regions have distinct plasma physical properties that make them unique. The main issue is whether the large-scale motion of a particle is controlled more by the magnetic field (the particle is magnetized) or by collisions with other particles (the particle is collisional). This can be determined by comparing the collision frequency, \( v_\alpha \), to the gyrofrequency, \( \Omega_\alpha \), of a particular species, where \( \alpha \) refers to either electrons, \( e \), or the various ion species, \( i \). If \( \Omega_\alpha \gg v_\alpha \), the particle completes many gyrations between each collision, so its motion is determined mostly by the magnetic field and it is considered to be magnetized. If \( v_\alpha \gg \Omega_\alpha \), the particle collides with other particles much more often than it completes a gyration, so it is considered collisional. The gyrofrequency is dependent on the mass \( (m_\alpha) \) and charge \( (q_\alpha) \) of the particle, and the strength of the magnetic field \( (B) \), \( \Omega_\alpha = q_\alpha B / m_\alpha \), so it is roughly constant throughout the ionosphere because the magnetic field strength does not change much throughout these altitudes. Collision fre-
frequencies depend on the relative densities of different species within the plasma and can be calculated from a series of standard expressions [Schunk and Nagy, 1980, 2009]. In the $E$ region, $\Omega_e \gg v_e$, so electrons are magnetized. However, the motion of ions is dominated by collisions between ions and neutrals ($v_i > \Omega_i$), so ions in the $E$ region are considered collisional. In the $F$ region where the neutral density is much lower, both ions and electrons are magnetized, $\Omega_\alpha \gg v_\alpha$. These differences in how charged particles move impact the conductivity and plasma waves development, which is further discussed in Section 1.4.2.

1.2.2 Plasma Structuring in the Polar Ionosphere

This thesis is concerned with the polar ionosphere, which is a particularly interesting and dynamic region due to the presence of open field lines that are directly connected to the solar wind. The main focus of this work is plasma density waves or structures, also known as irregularities. Density irregularities in the polar cap can occur on scales ranging from thousands of kilometers to less than a centimeter [Tsunoda, 1988], and a summary of some of these irregularities is presented in Figure 1.3.

Large-scale plasma irregularities are typically considered to be any density structure on the scale of greater than 30 km [Kelley, 2009]. Some common examples are polar patches, polar holes, and sun-aligned arcs. Polar patches are large density enhancements (usually at least twice the background plasma density) that travel across the polar cap with the background convection, Figure 1.3a [Weber et al., 1984; Valladares et al., 1994]. Polar holes are plasma density depletions that typically occur in the $F$ region slightly poleward of the auroral oval [Brinton et al., 1978]. Sun-aligned arcs are large auroral forms that stretch across the polar cap along the Sun-Earth line. They are very narrow and often characterized by large and complex velocity shears on either side of the arc [Valladares and Carlson, 1991]. Large-scale plasma structures and the density gradients that surround them often serve as a platform for smaller-scale structures to form as well. Polar patches, for instance, are known to form large finger-like structures along their trailing edges, Figure 1.3b [Gondarenko and Guzdar, 2004b; Hosokawa et al., 2016].

Intermediate-scale plasma irregularities are those with sizes of 100 m – 30 km [Kelley, 2009]. These are also referred to as scintillation-causing structures and are responsible for many of the adverse space weather effects that are observed on Earth. One important
Figure 1.3. Plasma irregularities in the polar ionosphere
Plasma density irregularities occur in the polar cap at different scale sizes. Polar patches, orange in Figures 1.3a and 1.3b, move with the background ionospheric convection, indicated by red arrows. Smaller-scale structures often develop along the edges of polar patches where strong density gradients exist, Figure 1.3b. Intermediate-scale irregularities are primarily responsible for disrupting radio signals traveling through the ionosphere, Figure 1.3c. Field-aligned irregularities, FAIs, are density perturbations that form along the magnetic field lines, Figure 1.3d.
example of a space weather effect is when ionospheric irregularities cause fluctuations of the phase and amplitude of the original radio signal, called radio scintillation, which affects the ability of satellites to communicate with ground receivers. This can cause communication blackouts or introduce large errors into GPS/GNSS (Global Positioning System/Global Navigation Satellite System) calculations, affecting navigation.

Small-scale structuring is generally considered to be all irregularities less than 100 m [Kelley, 2009]. Although small-scale irregularities are not responsible for scintillation that directly impacts GPS/GNSS performance, they can be the easiest to study because of extensive datasets collected with a large number of ionospheric radars around the world that have been in operation for many decades (discussed further in Section 1.3.1). Because electrons move far more easily along magnetic field lines than across them, density perturbations tend to be aligned with the magnetic field and are often known as field-aligned irregularities (FAI), Figure 1.3d. The irregularity classifications presented here are rough categories only and a high degree of coupling occurs between different scales, which makes plasma structures of all scales (large, intermediate, and small) important for plasma structuring processes. For instance, large-scale structures such as polar patches may very well have internal intermediate- and/or small-scale structuring. A turbulent cascade is often assumed to connect these different scales, but because various instruments or techniques usually only observe structuring on a particular scale, it is difficult to find direct evidence of this or how exactly it occurs [Kintner and Seyler, 1985; Tsunoda et al., 1985]. A description of some of the particular instruments and models that are used in this thesis follows.

1.3 Observational Techniques and Models

1.3.1 Coherent Scatter Radars

In this thesis, we make extensive use of coherent scatter radars (CSRs), which have been used to study the ionosphere for the last half century. The radar transmits a radio wave, which can scatter off plasma structures in the ionosphere, and then be detected by the receiving antennas. The time difference between when the signal was transmitted and when it was detected determines the location of plasma irregularities in the ionosphere and the power, phase, Doppler shift, and Doppler width of the returned signal determines their characteristics.
There are three measurements typically made by CSR systems: backscatter power, line-of-sight (LoS) velocity (derived from the Doppler shift), and spectral width. Backscatter power is the power of the returned signal that the radar's receivers detect. Typically, a threshold is selected for the minimum signal-to-noise ratio (SNR) acceptable for a return to be considered an actual signal instead of background noise. LoS velocity is the component of the total plasma irregularity velocity that is measured along the transmitted signal direction. Because radars measure velocity through the Doppler shift of backscatter, only a component of the velocity vector can be measured [Greenwald et al., 1985]. Spectral width represents the broadening of the returned Doppler power spectrum and can be used to infer other characteristics of irregularities. For instance, a large spectral width can indicate irregularities that have a short lifetime, possibly due to Bohm diffusion, or fluctuations in the plasma drift velocity due to turbulence [Ponomarenko and Waters, 2006].

Radars can operate by transmitting pulses instead of a continuous signal. This allows the distance between the radar and the target to be found (based on the time difference between when the pulse is transmitted and received). The lower limit of the range gate size is determined by the length of a radar pulse,

\[ \Delta r = \frac{c\Delta t}{2} \]  

(1.1)

Here, \(\Delta r\) is the size of a range gate, \(\Delta t\) is the pulse length, and \(c\) is the speed of light. Longer pulses result in larger range gates, resulting in poorer spatial resolution.

When the radar transmits continuously, backscatter will be received, but because it is impossible to know when that signal was transmitted, the difference in time between transmission and receiving cannot be used to calculate how far away the backscatter volume is. Conversely, if the radar only transmits a pulse of a certain length and then “listens” for its return, the time between transmission and return is known and the distance the pulse traveled can be calculated and therefore the location of the backscattering volume can be found [Farley, 1972; Greenwald et al., 1983]. However, using this simple single-pulse method, another pulse cannot be transmitted until the first pulse returns, limiting the temporal resolution that can be achieved. This can be improved by using a multi-pulse scheme, which is further discussed below [Farley, 1972; Greenwald et al., 1983, 1985].

A short time between pulse returns is necessary to allow Doppler velocities to be calculated. The maximum Doppler shifted frequency, \(\delta f\), that can be observed by a radar is
the Nyquist frequency, \( f_n \), which is half the sampling frequency, \( f_s \),

\[
\delta f < f_n = \frac{f_s}{2}.
\]  

(1.2)

Radars operating in a single-pulse mode must have a very low sampling frequency, as described above, particularly when the extent over which echoes are expected is large and the pulse must travel a long distance. This results in a low Nyquist frequency which severely limits the Doppler shift that can be measured and places an upper limit on the LoS velocity that can be calculated with this technique. For an ionospheric radar observing targets a maximum of 2000 km away, it would take about 13 ms for a signal traveling at the speed of light to travel the extent of the target area and back to the radar, which corresponds to a sampling frequency of \( f_s = 75 \) Hz. The Nyquist frequency is then \( f_n = 37.5 \) Hz, which corresponds to a maximum measurable Doppler velocity of \( \sim 550 \) m/s. Flows in the ionosphere are known to exceed 1000–2000 m/s, so single-pulse sampling is insufficient for these purposes.

Instead of waiting for each individual signal to be received before transmitting the next, ionospheric radars typically employ a multi-pulse mode. In a multi-pulse mode, the radar transmits a series of pulses with different time intervals or lags between them. This can introduce complications when backscatter from different pulses at different ranges is received by the radar at the same time, referred to as cross-range interference, but these effects can be mitigated using correlation techniques [Farley, 1972]. The smallest lag between two pulses is known as the multi-pulse increment, \( \tau \). All other lags are integer multiples of \( \tau \), which allows the calculation of the corresponding lags of the complex autocorrelation function (ACF). The ACF is used to find the spectral characteristics of the backscatter, from which the LoS velocity, spectral width, and backscatter power can be obtained. Overall, multi-pulse techniques are generally considered far more appropriate for ionospheric studies than single-pulse techniques [Farley, 1972; Greenwald et al., 1983, 1985; Sulzer, 1993; Barthes et al., 1998; Ponomarenko and Waters, 2006].

The first observations of the ionosphere by CSRs were made in the 1930s [Eckersley, 1937; Harang and Stoffregen, 1938]. Over the next several decades, numerous ground-based radars were used to advance our understanding of the ionosphere [Hultqvist and Egeland, 1964; Leadabrand et al., 1965; Unwin and Baggaley, 1972; Sahr and Fejer, 1996]. In the 1970s and 1980s, the Scandinavian Twin Auroral Radar Experiment (STARE) produced the first continuous large data-set, similar to how modern CSR systems are run.
STARE consisted of two very high frequency (VHF) radars with overlapping FoVs that were designed to measure FAIs in the $E$ region of the ionosphere [Greenwald, 1997]. The advantage of two radars with overlapping FoVs was the ability to observe the same structures from two different directions. Because each radar can only measure the LoS velocity of a structure, two simultaneous observations from different directions allows two different velocity vector components to be found, and hence the total velocity vector can be calculated. This technique is still commonly used with CSR system.

Super Dual Auroral Radar Network (SuperDARN)

The primary instruments used within this body of work are radars within the Super Dual Auroral Radar Network (SuperDARN), a global network of high frequency (HF) CSRs that was designed to observe small-scale plasma structures in the ionosphere and map the global plasma convection. The network currently consists of about 35 operational radars between the northern and southern hemispheres distributed at mid-, high-, and polar latitudes, Figure 1.4. After the STARE experiment [Greenwald et al., 1978], the first HF ionospheric radar was built in Goose Bay, Canada in 1983, which would become the first of the SuperDARN radars [Greenwald et al., 1985].

The most important condition for the observation of FAIs with CSR systems with collocated transmitters and receivers is the so-called perpendicularity condition, according to which the radar beam has to reach the scattering volume perpendicular to the local magnetic field direction. At mid-latitudes, this is plausible through straight line propagation because the magnetic field is angled relative to the Earth's surface, so a radar with a suitably chosen elevation angle can produce a beam perpendicular to the local magnetic field. However, at the polar cap, the magnetic field is close to vertical so it is necessary to use HF radars to study ionospheric structures because the beam must be refracted through a dense ionosphere to reach perpendicularity with the magnetic field. VHF radar beams are not refracted enough in the polar cap and backscatter produced by FAIs will not return to the radar. SuperDARN radars operate nominally between 8–20 MHz, which, according to the Bragg scatter condition, refers to decameter-scale plasma waves. Each radar consists of 16 independent antennas that transmit a radio wave and receive backscatter from the ionosphere. Beams are electronically steerable and most radars have between 16 and 24 beams in normal operation mode, each beam spanning $3.25^\circ$ in azimuth. Each beam con-
Figure 1.4. SuperDARN map
Fields-of-view of all operational SuperDARN radars in both the northern (a) and southern (b) hemispheres. Polar-latitude radars are shown shaded in blue. The radars at Rankin Inlet (northern hemisphere) and McMurdo Station (southern hemisphere) are outlined in pink because these two instruments are particularly important to this body of work. Lines of constant magnetic latitude are shown in yellow at $\Lambda = 40^\circ, 60^\circ, 80^\circ$ in the northern hemisphere and at $\Lambda = -40^\circ, -60^\circ, -80^\circ$ in the southern hemisphere.
sists of 75–100 range gates, which are generally either 15 km, 30 km, or 45 km in length [Chisham et al., 2007]. SuperDARN radars were originally designed to use a 7-pulse ACF [Farley, 1972; Greenwald et al., 1983, 1985], however since 2011, most radars have begun using an 8-pulse sequence. The multi-pulse increment, $\tau$, is 2400 $\mu$s, which corresponds to a Nyquist frequency of about 200 Hz, small enough to measure plasma drift velocities up to 3000 m/s. The spectral characteristics of backscatter are derived from the ACF using the FITACF algorithm [Ponomarenko and Waters, 2006].

One of the original purposes of SuperDARN was to produce maps of the plasma convection patterns at high latitudes using 2D velocity vectors. Originally this was accomplished by considering two radars with overlapping FoVs. If both received backscatter from the same scattering volume, two LoS velocities could be found and combined to find a 2D velocity vector [Ruohoniemi et al., 1989]. The modern method for creating convection maps involves taking all data recorded by all radars in a particular hemisphere and finding the best fit to a 2D ionospheric electrostatic potential using Legendre functions [Ruohoniemi and Baker, 1998]. For convection maps, only data from the $F$ region is considered. If there is not enough velocity data to confine the fit sufficiently, the measured data points are supplemented with a statistical model based on the IMF conditions [Ruohoniemi and Greenwald, 1995, 2005].

Because convection maps require data covering as wide a range of magnetic local time sectors as possible, SuperDARN radars are continuously operational, usually in a common mode. This creates a vast database of high-quality measurements of small-scale FAIs, which is very useful for other studies on irregularity occurrence and plasma structuring. Data used in the studies presented here came primarily from the SuperDARN radars located at Rankin Inlet, Canada (RKN) and McMurdo Station, Antarctica (MCM). These two radars have been outlined in pink in Figure 1.4. MCM is the only polar radar in the southern hemisphere that has been operational for more than 5 years. Although the FoVs of other radars cover parts of the polar cap, these parts refer to either $E$ region ranges or the furthest of the $F$ region ranges, for which there is rarely much backscatter. There are currently three polar radars in the northern polar cap, but the FoV of RKN overlaps the viewing area of an important complementary instrument, the Resolute Bay Incoherent Scatter Radar, discussed in Section 1.3.2, which makes it particularly useful for multi-instrument studies of the ionosphere.
1.3.2 Resolute Bay Incoherent Scatter Radar (RISR)

Similar to CSRs, incoherent scatter radars (ISRs) are ground-based radars that are used to probe the ionosphere. However, they use a fundamentally different technique to observe structuring, which allows them to measure bulk plasma parameters in contrast to small-scale irregularity characteristics. While CSRs receive backscatter from relatively large, "coherent" density structures in the ionosphere, ISRs operate by radar scattering from waves due to the random thermal motion of electrons in the plasma. The radar receivers then measure a spectrum of frequencies with different power [Gordon, 1958].

The scattering cross section for a volume of \( N \) electrons in the ionosphere is given by \( \sigma_n = N \sigma_e \) for radio waves with a wavelength small compared to the Debye length of the plasma, where \( \sigma_e \) is the scattering cross section of a single electron [Gordon, 1958; Fejer, 1960]. The relationship to the plasma Debye length is important because at scale sizes smaller than the Debye length, the plasma is not capable of organized motion, so the motion of the elections is only due to their own thermal energy and not larger-scale plasma waves. The signal returned from this kind of scatter was postulated to have a very low power and a very broad spectral width, however after the first ISR was built, the spectrum was found to be much narrower than previously expected [Evans, 1969]. This can be attributed to the effect that the much slower ions have on free electrons in the plasma through ion acoustic waves [Bowles, 1958]. The practical results of this is that ISRs of much lower sensitivity can be used to study the ionosphere. Very high sensitivity is only necessary for wavelengths less than the Debye length when true Thompson scatter occurs.

Analysis of the returned power spectrum reveals the electron density, electron and ion temperatures, and LoS ion velocity [Evans, 1969; Rishbeth and Williams, 1985; Nicolls et al., 2007]. Using a model of chemical composition at different altitudes, the average ion mass can also be found. In addition, 3D convection velocities and electric field vectors can be derived from LoS ion velocity measurements in some of the more modern ISRs by assuming that both \( E \) and \( V_E \) are constant across the radar’s FoV [Heinselman and Nicolls, 2008]. More recently, a new algorithm has been developed that used the Lagrange method of undetermined multipliers to generate 2D convection velocity and electric field vectors without making this limiting assumption [Nicolls et al., 2014]. Each instrument must be calibrated with known electron density measurements to account for noise and system
constants [Nicolls et al., 2007]. This is done using the plasma frequency measured from either the plasma line of the ISR spectra during summer daytime period or ionosonde measurements for all other times [Bahcivan et al., 2010; Themens et al., 2014]. The plasma line refers to a discrete line in an ISR spectra that occurs at a Doppler shift approximately equal to the plasma frequency, from which the plasma density can be derived [e.g. Evans, 1969, Figure 1].

The first ISR was built in Arecibo, Puerto Rico in the 1950s [Gordon, 1958]. Since then, at least 8 other ISRs have been deployed around the world at equatorial, mid-, and high-latitudes. A map of the ISR systems currently operational near the northern polar cap is shown in Figure 1.5. The most recent advancement has been the development of Advanced Modular Incoherent Scatter Radar (AMISR) systems [Heinselman and Nicolls, 2008], of which there are currently three in use, one at the Poker Flat Rocket Range (PFISR), just north of Fairbanks, Alaska and two in Resolute Bay, Canada (RISR-N and RISR-C). The advantage of these new systems is that they are electronically steerable, unlike older ISRs which consisted of a large dish that had to be physically moved to change the beam direction. This allows beams to be transmitted in many different directions at a very high time cadence, giving the radar the capability to make measurements in multiple directions almost simultaneously [Nicolls et al., 2007; Nicolls and Heinselman, 2007; Heinselman and Nicolls, 2008; Bahcivan et al., 2010]. This is very important for creating 2D maps of ionospheric conditions and tracking how they change in time [Semeter et al., 2009; Dahlgren et al., 2012b,a].

AMISR systems typically have two types of pulses, a long pulse (LP) with 72-km range gates for F-region studies and an alternating code pulse (AC) with 4.5-km range gates for E-region studies. The exact number and configuration of beams depends on the radar mode used and can be changed easily due to the system’s electronic steering. In the common WorldDay mode, there are typically 11 beams and data is collected at ~1 min intervals, although this can change slightly between different renditions of the WorldDay mode.

One of the most important advantages of ISR systems over CSRs is the ability to directly measure electron density in the ionosphere. However, because ISRs are much scarcer and typically only run a few days each month, data are not as widely available. In addition, ISRs do not actually observe small-scale coherent plasma structures like the SuperDARN array does. However, they can directly measure large-scale structures and
Figure 1.5. ISR map
FoVs of all ISRs in the northern polar region. The individual radars shown are identified by their commonly used acronyms: Poker Flat (PFISR), Resolute Bay North (RISR-N), Resolute Bay Canada (RISR-C), Sondrestrom (SFJ), European Incoherent Scatter Scientific Association (EISCAT), and EISCAT Svalbard (ESR). RISR-N, which is primarily used throughout this thesis, is shown in orange. The FoV of the SuperDARN RKN radar is shown by the pink outline. Lines of constant MLAT are shown at $\Lambda = 80^\circ, 60^\circ$ in yellow.
image density variations on scales larger that 100 km (limited by the number of beams and range gate size). For these reasons, it is useful to use a combination of CSR and ISR measurements in ionospheric structuring studies, whenever possible. The primary ISR used in the present volume of work is the north face of the AMISR system at Resolute Bay, Canada, RISR-N, shown in orange in Figure 1.5. The FoV of RISR-N overlaps that of the SuperDARN RKN radar, red outline in Figure 1.5, making it ideal for these types of comparison studies in the polar cap. The two experimental studies that employ both the SuperDARN RKN and RISR-N systems are presented in Chapters 2 and 4.

1.3.3 International Reference Ionosphere (IRI) Model

In addition to radars, models can be a useful tool for understanding the background conditions in the ionosphere, particularly in regions with poor instrumental coverage. The International Reference Ionosphere (IRI) is an empirical model of the Earth’s ionosphere. It was originally created in 1969 as a joint effort between the Committee on Space Research (COSPAR) and the International Union of Radio Science (URSI) and has been periodically updated since then [Rawer et al., 1975, 1978, 1981; Bilitza, 1985, 1986; Bilitza and Rawer, 1990; Bilitza, 1997, 2001; Bilitza and Reinisch, 2008]. The current version is IRI-2012 [Bilitza et al., 2014], which is used throughout the work done here.

The IRI model produces outputs of electron density, temperatures of electrons, ions, and neutrals, ion composition (O\(^+\), H\(^+\), He\(^+\), O\(^2+\), NO\(^+\), N\(^+\)), and total electron content (TEC). The model requires the input of a location (latitude, longitude, and altitude) and time (year, date, and time). Additionally, the model gives the option to choose between two \(F\) peak models and three bottomside thickness models. There are a variety of other optional input parameters such as sunspot number, ionospheric index, and F10.7 radio flux which can help make the output parameters more accurate for a particular situation. Additionally, the model is capable of producing profiles of any of the output parameters in either space or time. This is particularly significant for height profiles, and allows the peak heights and densities of the \(E\) and \(F\) region to be calculated.

Although the IRI model is very useful for providing background plasma density conditions where no instruments are available to make measurements, it is important to bear in mind that it is a model and therefore only represents the average conditions. Although it is fairly accurate at mid-latitudes [Coisson et al., 2006; Bilitza et al., 2012], it does not
necessarily represent well variations within the polar cap [Themens et al., 2014; Makarevich et al., 2015]. In particular, the height of the F-region peak tends to be underestimated in daytime and the bottomside thickness does not show realistic seasonal and diurnal variations [Themens et al., 2014].

Despite this, the IRI model is still a very important tool for establishing a density profile at any time in any location in the ionosphere. An example of an altitude profile of plasma density provided by the IRI model was shown in Figure 1.2. The displayed profiles show how the electron density changes with altitude at local noon (marked Day in Figure 1.2) and midnight (Night) on January 1, 2007 at 75° N, 0° E, geographic.

One of the most important uses of the IRI model has been its integration into ray tracing simulations. Throughout this work, it is valuable to determine the degree to which HF radar beams refract through a dense ionosphere. This can be done through standard raytracing tools based on numerical solutions to the Hamiltonian raypath equations, as shown in Chapter 2 [Haselgrove, 1963; Jones and Stephenson, 1975], however these tools require a 2D density profile along the path that the radar beam travels. It is possible to assume a Gaussian distribution or Chapman layer as a simple model of the F-region peak, but it is much more instructive to use output from the IRI model, as is done in this work, as it is sensitive to changes in latitude as well as seasonal and diurnal variations.

1.4 A Brief Review of Plasma Structuring Theory and Observations in the Polar Cap

Much work has been done over the past several decades to study the complex picture of plasma structuring in the polar cap, including theoretical analysis of plasma dispersion relations, simulations of plasma dynamics, and observations of plasma structuring using a variety of instruments. In this section, a survey is given of some of these advancements focusing on large- and small-scale structuring processes in the polar cap.

1.4.1 Polar Patch Formation

Large-scale structuring in the polar cap can take a variety of forms, Section 1.2.2, but here the focus is on large regions of enhanced plasma density known as polar patches [e.g. Weber et al., 1984, 1986; Buchau et al., 1983, 1985]. One of the primary interests of this thesis is the relationships between large-scale plasma structures and small-scale irregularity formation. This structuring has long been observed around polar patches [Weber et al.,
Although small-scale structures have also been observed around sun-aligned arcs [e.g. Koustov et al., 2012], these structures also tend to be more complicated and often are surrounded by intense shears and electric fields [Safargaleev et al., 2000; Aikio et al., 2002; Kozlovsky et al., 2007]. Additionally, polar patches occur relatively frequently, providing a good opportunity to study irregularity coupling at different scales [Rodger and Graham, 1996]. In theory, many of the results presented in this work pertaining to the strong gradients on the edges of patches could also easily be applied to the edges of polar holes, but to date, far less attention has been paid to polar holes in the literature, making it challenging to accurately put observations in context [Makarevich et al., 2015].

The first observations of polar patches were made in the 1960s by Hill [1963]. Polar patches can range in size from 100 km up to 1500 km and can have peak densities as much as eight times that of the background ionospheric plasma [Weber et al., 1986; Hosokawa et al., 2014]. Polar patches are known to emerge on the dayside and then propagate with the background plasma convection across the polar cap to the nightside, where they either disintegrate or recombine with enhanced-density plasma in the auroral oval [Weber et al., 1985, 1986].

There have been at least 6 mechanisms proposed for how polar patches form on the dayside [Crowley, 1996; Carlson, 2012]:

1. Discrete changes in solar wind parameters, such as IMF, density, speed, and pressure [Sojka et al., 1994]

2. Average flow patterns varying in time [Anderson et al., 1988]

3. Transient magnetopause reconnection [Lockwood and Carlson, 1992]

4. Plasma production by cusp particle precipitation [Rodger et al., 1994; Millward et al., 1999]

5. Plasma flow jet channels that cut continuous stretches of plasma into segments [Valladares et al., 1998]

6. Alfvén wave coupling [Prikryl et al., 1999].

Although particle precipitation has been shown to create enhanced plasma density in the cusp region [Rodger et al., 1994], it is unreasonable for this mechanism to account for
the largest density enhancements observed in polar patches. These high densities must originate from the reservoir of solar illuminated plasma on the dayside. Additionally, a mechanism is still required to separate patches from the cusp region. High speed flow channels can "cut" segments off of a tongue of high-density plasma that has been pulled into the polar cap by convection [Valladares et al., 1994, 1998]. Models have also shown that fast-changing large-scale convection patterns do produce density structures similar to patches [Anderson et al., 1988]. However, the mechanism that seems to be dominant for the majority of polar patches observed is transient magnetic reconnection [Carlson, 2012].

In order to discuss patch formation by transient magnetic reconnection, it is important to first understand the steady-state ionospheric convection patterns in the polar cap and how they relate to the magnetosphere [Cowley, 1980]. Figure 1.6 is a schematic of how the IMF, magnetosphere, and ionospheric polar cap are all interconnected. In general, magnetic field lines in the magnetosphere can either be closed (grey lines in Figure 1.6), meaning they connect only the regions near the north and south pole of the Earth, or open (light blue lines in Figure 1.6), when one of the ends of the field lines originates from the Sun such that the field line is connected directly to the IMF. IMF lines that are not connected to the Earth are shown in orange in Figure 1.6. The polar cap boundary is generally defined as the border between open and closed magnetic field lines, shown by the green line in Figure 1.6.

By Faraday's Law, the total electromotive force, $\xi$ around the polar cap boundary is equal to the rate of change of magnetic flux, $\Phi_B$ within the polar cap, Equation 1.3 [Lockwood and Cowley, 1992]. In steady-state solutions, $d\Phi_B/dt = 0$, so $\xi = 0$ by definition, however the polar cap is known to be a highly dynamic system, so changes in magnetic flux are expected

$$-\xi = \frac{d\Phi_B}{dt} = B\frac{dA_{pc}}{dt}.$$  \hspace{1cm} (1.3)

In the polar cap at ionospheric altitudes, the plasma is incompressible so the magnetic field line density is relatively constant and any changes in magnetic flux must be due to changes in the polar cap area, $A_{pc}$ due to the polar cap boundary expanding or contracting [Lockwood and Cowley, 1992]. The polar cap boundary changes in response to magnetic reconnection between the magnetosphere and the IMF on both the day and night sides changing the amount of open magnetic flux.
Figure 1.6. Magnetic reconnection footprint in the ionosphere
Diagram of the interactions between the IMF, magnetosphere, and polar cap ionosphere. Closed field lines in the Earth’s magnetosphere are shown in grey, while open field lines are light blue. The polar cap open-closed boundary is in green. Magnetic field lines that are part of the IMF are shown in orange. Magnetic reconnection occurs along the X-line (red) on the dayside of the magnetopause (dashed line). The X-line can be mapped back along magnetic field lines (yellow) to the ionosphere, where its projection is the merging gap (pink dotted line). During reconnection events, the open-closed boundary expands equatorwards as more open field lines are formed and there is plasma flow across the merging gap. Figure adapted from Cowley et al. [1991].
Magnetic reconnection between the IMF and the Earth's magnetosphere occurs along the X-line on the dayside magnetopause (red line in Figure 1.6). The X-line in the magnetopause can be mapped along the magnetic field lines (orange) to the ionosphere, where it is referred to as the merging gap (pink dotted line in Figure 1.6) and lies along the steady state polar cap boundary.

During reconnection events, the polar cap boundary moves equatorwards as the open magnetic flux into the polar cap increases, Figure 1.6 [Cowley et al., 1991; Lockwood and Cowley, 1992]. In addition, the potential along the X-line also gets mapped to the merging gap, assuming there is minimal drop in potential along the magnetic field lines [Lockwood and Carlson, 1992]. The combination of these two effects results in flux being transferred across the boundary at a rate equal to the applied voltage along the X-line and hence plasma flow across the merging gap [Lockwood and Carlson, 1992], which will be examined further in Figure 1.7.

Figure 1.7 is a schematic of polar patches being formed through transient magnetopause reconnection. In all panels, the dayside is the top of the figure and the green line shows the open-closed polar cap boundary, similar to Figure 1.6. Plasma flow contours are shown in black and the orange region represents high density plasma from the dayside reservoir. The reconnection burst starts at Figure 1.7a and the increasing amount of open magnetic flux moves the dayside open-closed boundary equatorwards, as described above [Cowley et al., 1991].

As reconnection continues in Figure 1.7b, the open-closed boundary continues to expand equatorwards as more open flux is produced, which excites a convection pattern in the polar cap [Cowley et al., 1991]. Simultaneously, this convection starts to transport dense dayside plasma polewards [Lockwood and Carlson, 1992]. As more open flux is produced, Figure 1.7c, the strength of the plasma flow increases and a large blob of dense, dayside plasma is pulled into the polar cap [Lockwood and Carlson, 1992].

At Figure 1.7d, the burst of reconnection stops and the open-closed boundary begins to relax polewards [Cowley et al., 1991]. As it moves, continuing convection begins to pull from lower-density plasma instead of the high-density dayside reservoir, separating the dense blob in the polar cap [Lockwood and Carlson, 1992]. Before the convection flow stops completely, Figure 1.7e, the blob of dense plasma “pinches off” from the dayside plasma to become an independent patch [Lockwood and Carlson, 1992]. The exact mechanism by which this happens is not well understood, but it is thought to be related to small vari-
Figure 1.7. Polar patch formation
Polar patch formation through transient magnetopause reconnection. The open-closed boundary is the green line. Black contours represent plasma flow. Dense daytime plasma is shown by the orange regions. The burst of reconnection is occurring in Figures 1.7a–1.7c, but stops in Figures 1.7d–1.7f. Figure adapted from Cowley et al. [1991].
ations in the IMF $B_y$ component shifting the convection pattern slightly [Cowley, 1980; Lockwood and Carlson, 1992]. By the time shown in Figure 1.7f, the open-closed boundary has returned completely to its original position and there is a newly formed patch within the polar cap. The process can now repeat to form another patch within the polar cap.

A series of reconnection bursts can create a line of patches all propagating across the polar cap. Reconnection bursts typically last about 2 min with anywhere between 7 min and 25 min between bursts [Foster and Douplnik, 1984; Etemadi et al., 1988; Lockwood and Carlson, 1992]. However, observations have shown convection flow to be close to continuous for much longer periods. This can be explained by each reconnection burst exciting flow for a much longer interval than the time between bursts. In this way, a reconnection burst can excite plasma flow before the convection from the previous burst has stopped, and a series of overlapping reconnection events like this can create continuous plasma flow through the polar cap [Cowley et al., 1991].

### 1.4.2 Theory of Plasma Instabilities

Plasma structuring, especially at smaller scales, is often discussed in terms of the growth or damping of plasma waves, or instabilities. As discussed previously in Section 1.2.1, the plasma characteristics change with altitude in the ionosphere, which causes a variety of different instability mechanisms to be operational depending on the region considered. The Farley-Buneman instability (FBI), or the modified two-stream instability tends to be a major factor in the $E$ region where ion inertial effects are strong [Farley, 1963; Buneman, 1963]. Also operational in the $E$ region but more dominant at higher, $F$-region altitudes is the gradient-drift instability (GDI) [Simon, 1963; Hoh, 1963; Linson and Workman, 1970]. If a wave propagation vector has a component along the magnetic field line, the current-convective instability (CCI) can be operational even if GDI is not [Hoh, 1960; Ossakow and Chaturvedi, 1979; Chaturvedi and Ossakow, 1981]. Additional instability mechanisms emerge if shears are considered, when $\nabla E \neq 0$, such as the Kelvin-Helmholtz instability (KHI) [Kintner and D’Angelo, 1977; D’Angelo, 1965].

In the polar $F$-region ionosphere, GDI is typically considered to be the dominant structuring process [Weber et al., 1984; Cerisier et al., 1985; Basu et al., 1988; Tsunoda, 1988; Fuku-moto et al., 2000]. GDI is operational when high-density perturbations in the plasma move to regions of lower background density and low-density perturbations in the plasma
move to regions of higher background density, such that the wave amplitude grows relative to background conditions. As plasma drifts and carries irregularities with it, electrons and ions have slightly different velocities and create a perturbed electric field. This perturbed electric field $E'$ combined with the background magnetic field causes the density perturbations to drift in the $E' \times B$ direction. If the drift causes high- and low-density perturbations to move as described above, the instability is operational and the perturbations grow. If instead high-density perturbations drift into regions of higher background density and low-density perturbations drift into regions of lower background density, the wave is damped. Because GDI is considered the primary structuring mechanism at $F$-region altitudes, it will be the focus of this work. Other instabilities, notably FBI and CCI, have been briefly described previously, and details can be found in the accompanying references [Farley, 1963; Buneman, 1963; Ossakow and Chaturvedi, 1979].

Some of the first 1D investigations of the linear GDI growth rate found that it can be described by the following simple expression involving the plasma drift speed, $V_E = |E \times B|/B^2$, and the gradient scale length, $L^{-1} = |(\partial n/\partial x)/n|$ [Simon, 1963; Hoh, 1963; Linson and Workman, 1970]

$$\gamma = \frac{V_E}{L}. \quad (1.4)$$

This expression is technically only valid if the density gradient, $\nabla n$, is in the same direction as the plasma drift velocity, $V_E$, and the wave is propagating perpendicular to both. A more general expression that is used less often does consider an arbitrary wavevector, $k$, but still assumes density gradients parallel to the plasma drift [Tsunoda, 1988]:

$$\gamma = \frac{k_y}{k} \frac{k \cdot V_E}{kL}. \quad (1.5)$$

An even more general consideration involves arbitrary gradient and plasma drift directions [Keskinen and Ossakow, 1982; Makarevich, 2014]. In this more general case, the directional dependence of GDI has been shown to be significant, such that the growth rate can actually change signs (determining whether wave growth or damping occurs) with different wavevector and gradient directions. In addition, these expressions have historically been developed for a particular altitudinal regime, usually in the $F$ region.

Recently, a new expression has been introduced that considers any arbitrary wavevector, density gradient, and altitude within the ionosphere, which allows three electrostatic instabilities, FBI, GDI, and CCI, to be considered within a single dispersion relation.
(Hi - H_e)\omega = (H_i V_{e0} - H_e V_{i0}) \cdot k + (C_i - C_e) H_i H_e.(1.6)

Here, k is the wavevector, \omega is the wave frequency, and V_{a0} is the background velocity of species \( a \). All other quantities in Equation 1.6 are not standard and described below.

\[
H_a = S_a F_a + D_a^{-1} F_\parallel \\
C_a = \frac{T_a}{m_a \Omega a} \\
F_a = i k^2 D_a + G \cdot k \parallel D_a + G \cdot k \times \hat{b} \\
F_\parallel = i k^2 + G \cdot k \parallel \\
S_a = \frac{1}{1 + r_{a}^2} \\
D_a = -\frac{i}{\Omega a} (\omega - k \cdot V_{a0}) + r_{a}
\]

Throughout this thesis, \( T_a \) refer to the temperature of species \( a \). The unit vector \( \hat{b} \) is in the direction of the magnetic field \( B \) and \( k_\perp \) is the component of the wavevector \( k \) perpendicular to the magnetic field while \( k_\parallel \) is the component parallel to it. The gradient strength, \( G \), is defined by \( G = \nabla n / n \) such that the magnitude of the gradient strength is equivalent to the inverse gradient scale length, \( G = L^{-1} \). The quantity \( r_{a} \) is the ratio of the collision frequency to the gyrofrequency of a particular species, given by \( r_{a} = v_{a} / \Omega_{a} \).

By considering certain limiting cases, expressions for the instability growth rate in different regions can be derived from Equation 1.6. These expressions are summarized in Table 1.1. In addition to the quantities previously described in relation to Equation 1.6, the following definitions are useful for the expressions in Table 1.1.

\[
\Psi = -D_i D_e \\
\psi = -r_{i} r_{e} \\
\tilde{\Psi} = \Psi \left( 1 + \frac{k_{\parallel}^2}{r_{e}^2 k_{\perp}^2} \right) \\
b = -\frac{G \cdot k \times \hat{b}}{k_{\perp}^2} \\
y = \frac{k_{\parallel}}{k_{\perp}} \\
R = \frac{\sigma_{H}}{\sigma_{P}} = D_i + D_e \left( 1 + \Psi \right) \\
V_d = V_{e0} - V_{i0} = (r_{i} - r_{e}) \left[ s_{e} s_{i} (1 + \psi) \left( RV_{E} - \frac{E}{B} \right) \right]
\]

Most of the quantities defined above are simply for mathematic convenience, however \( \psi \) is also known as the anisotropy parameter and \( R \) is the ratio of the Hall conductivity, \( \sigma_{H} \), to the Pedersen conductivity, \( \sigma_{P} \), both of which are discussed further in Chapter 3. Additionally, \( V_d \) is known as the differential plasma velocity and is the difference between the background electron and ion drift. Furthermore, the standard isothermal ion-acoustic speed, \( C_s \), is used in the expressions in Table 1.1. For the purposes of this thesis, the cold
Table 1.1. Irregularity growth rates
Irregularity growth rates in the ionosphere for three different limiting cases [Makarevich, 2016].

<table>
<thead>
<tr>
<th>Limiting Case</th>
<th>Growth Rate, $\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDI/FBI in E Region</td>
<td>$\gamma = \frac{1}{1+\psi} \left[ \frac{\psi}{V_i} \left( \frac{V_d(k)}{1+\psi} \right)^2 - C_s^2 k^2 + \frac{b r_i V_g k}{1+\psi} \right]$</td>
</tr>
<tr>
<td>GDI/CCI in F Region</td>
<td>$\gamma = -\frac{b}{\psi+y^2} \left[ \frac{\psi k E_0 + E_0</td>
</tr>
<tr>
<td>Cold Plasma in F Region</td>
<td>$\gamma = \frac{\psi}{1+\psi} \left( R V_E - \frac{E_0}{B} \right) \cdot k$</td>
</tr>
</tbody>
</table>

The plasma limit is most relevant and can be rewritten using the definition of $b$ [Makarevich, 2014, 2016]

$$\gamma = \frac{1}{1+\psi} \left( \hat{k} \cdot \hat{b} \times \hat{G} \right) \cdot \left( \frac{E}{B} - R V_E \right).$$

Equation 1.9 is applicable throughout the $E$ and lower $F$ regions.

Equation 1.9 exhibits a clear dependence on the propagation direction in the field-perpendicular plane $\hat{k}$ and from heretofore, we will refer to this dependence as an anisotropy or the directional dependence. Although linear GDI theory as described above predicts clear dependence on wavevector direction [Makarevich, 2014], this theory is only valid in the long-wavelength limit, $k \cdot V_E \ll v_a$. In the $F$ region, the ion-neutral collision frequency, $v_i$, is about 10 Hz and if the drift speed, $V_E$, is about 1000 m/s, fluid theory only applies to wavelengths greater than 100 m, larger than the decameter-scale waves that are detected by SuperDARN. This raises the important question of whether or not the same anisotropy that is predicted by linear GDI theory at larger scales can be expected in small-scale irregularities where other processes (not described by the linear fluid theory) may be important. This issue has mostly been studied through numerical simulations due to the challenges associated with measuring a high-resolution 2D spectrum experimentally.

The first simulations of GDI were done in the 1970s; they have successfully reproduced structures developing on the trailing edge of large density gradients [Zabusky et al., 1973; Doles et al., 1976; Scannapieco et al., 1976; Ossakow et al., 1975,1977]. Later, 2D simulations were expanded to include magnetosphere-ionosphere coupling, but it was found that this only had a substantial effect for very large-scale structures [Keskinen and Huba, 1990]. 3D
Simulations of GDI were introduced surrounding a large plasma density enhancement [Guzdar et al., 1998] and were later improved by including plasma dynamics parallel to the magnetic field and inertial effects so that secondary KHI and tertiary shear-driven instability processes could be modeled [Gondarenko and Guzdar, 1999]. These simulations consistently showed asymmetry between the leading and trailing edge of large-scale density structures and fluctuations in plasma density that were as much as 10%-20% of the background plasma [Gondarenko and Guzdar, 2004a,b]. Plasma structuring can occur on the leading edge of large-scale density enhancements if the convection velocity changed rapidly such that the trailing edge becomes the leading edge and vice versa, or if there are large velocity shears initially present [Gondarenko and Guzdar, 2004a,b].

For the most part, the results of nonlinear numerical simulations very closely match expectations from linear GDI theory. In particular, it was found that the spatial power spectra are anisotropic with most of the power concentrated in the direction where linear GDI growth is most favorable [Keskinen and Ossakow, 1981a,b, 1982; Gondarenko and Guzdar, 2001, 2004b]. However, very large shears or stronger ion-inertial factors can cause isotropy [Gondarenko and Guzdar, 2001, 2006]. The power spectra derived from these simulations are similar to those from experimental observations [Baker and Ulwick, 1978; Kelley et al., 1979], however it is computationally challenging to run simulations down to decameter scales and observations are generally limited to rocket and satellite techniques, which can only be used to calculate power spectra in one dimension [Villain et al., 1986; Moen et al., 2012].

### 1.4.3 Observations of Polar Cap Structuring

A comprehensive review of polar patch observations has been provided by Crowley [1996]. In the below overview, we focus on the observations that are most relevant to this thesis. Polar patches were first observed in the 1960s [Hill, 1963], but much of the work of characterizing them using optical and radio techniques was not accomplished until two decades later [Weber and Buchau, 1981; Weber et al., 1984, 1986; Buchau et al., 1983, 1985]. Polar patches are density enhancements of as much as $10^6$ cm$^{-3}$ that occur primarily in the polar $F$ region [Buchau et al., 1983]. There were initially categorized as extending 800–1000 km horizontally [Weber et al., 1984], but more recent studies have identified patches
as large as 1500 km [Hosokawa et al., 2014]. Patches tend to drift antisunwards at speeds of 500–1000 m/s, following background convection [Buchau et al., 1983; Weber et al., 1984].

Polar patch occurrence varies both diurnally and seasonally, with a diurnal peak at magnetic noon and a seasonal peak during equinoctial months [Rodger and Graham, 1996]. Additionally, there is a bias towards patches occurring when there is a negative IMF $B_z$ component [Buchau et al., 1983; Rodger and Graham, 1996]. The frequency of patch occurrence is greatest when the cusp is slightly daywards of the terminator. This creates a dark polar cap, so background plasma density is low and blobs of enhanced density are easily visible [Coley and Heelis, 1998]. In addition, the cusp then provides a gateway of highly ionized sunlit plasma into the dark polar cap. Patches convect from the dayside through the cusp/throat region towards the polar cap [Kelly and Vickrey, 1984; Foster and Doupnik, 1984; Foster et al., 1985; Foster, 1993; Sojka and Schunk, 1982; de la Beaujardière et al., 1985].

The theoretical mechanism for patch formation via transient magnetic reconnection has been described previously, Section 1.4.1. A variety of experimental evidence has been presented to support this mechanism [Cowley, 1998; Carlson and Holtet, 2002]. Experiments run in the 1980s using the European Incoherent Scatter (EISCAT) radar facility in Tromsø, Norway showed that plasma flow occurred near noon shortly after southward IMF $B_z$ arrives at the magnetopause [Etemadi et al., 1988; Todd et al., 1988]. These plasma flows are pulsed in the region of the polar cap boundary [Lockwood et al., 1993a,b], as predicted by Cowley et al. [1991]. Observations made by an all sky imaging photometer (ASIP) in Svalbard in 1984 were fully consistent with patch formation through transient magnetopause reconnection [Carlson, 1996; Carlson and Holtet, 2002] and periods where polar patches developed on the dayside have been found to correspond to flux transfer events (FTE), or periods of “bursty” magnetic reconnection [Rodger and Graham, 1996; Walsh et al., 2014]. Carlson et al. [2004] identified five signatures of transient magnetic reconnection and then examined a patch formation event for these signatures using the EISCAT Svalbard radar. All five signatures were observed as expected, strengthening the idea that transient magnetopause reconnection is responsible for patch formation. Furthermore, Carlson et al. [2006] identified and tracked a series of patches directly from the subauroral plasma reservoir and showed that the boundary moves equatorwards before relaxing poleward, one of the main predictions of the transient magnetopause reconnection mechanism [Lockwood and Carlson, 1992]. Similar efforts using TEC measurements from GPS receivers have confirmed that patches form from dense dayside plasma con-
vecting into the polar cap and “pinch off” due to bursty reconnection events allowing low density plasma to isolate them [Zhang et al., 2013; Walsh et al., 2014].

Besides polar cap patch formation and evolution, much of the previous experimental effort focused on small-scale structuring processes near polar patches. One of the key observations in this regard was that, over time, the trailing edge of a patch became steeper than the leading edge and irregularities developed on the trailing edge [Weber et al., 1984]. Backscatter power from HF radars also tended to be greater on the trailing edges of both moving polar patches [Milan et al., 2002] and sun-aligned arcs identified from ASIP data [Koulov et al., 2012], which is generally attributed to plasma being unstable to GDI on the trailing edge but stable on the leading edge of such large and moving density structures. Contradicting the results of Weber et al. [1984], studies of patches using all-sky airglow imagers (ASI) found that the density gradient on the leading edge of polar patches tends to be 2–3 times steeper than that on the trailing edge [Hosokawa et al., 2016]. Additionally, large finger-like structures on the trailing edge of patches have been identified by Hosokawa et al. [2016] that were tens to hundreds of kilometers in size and agreed with predictions made by GDI simulations [Gondarenko and Guzdar, 2004b]. Moen et al. [2012] made direct measurements of plasma density structuring using the ICI-2 sounding rocket. This study provided evidence that decameter-scale plasma structuring (the same as observed by HF radars) had spawned from kilometer-scale density gradients (observed by ASIP and ASI methods) and structuring was greatest where GDI was operational according to estimates of the growth rate.

Recent experimental advancements have improved the ability to image density structures in the ionosphere, particularly using multi-instrument approaches. Semeter et al. [2009] introduced a method by which the density pattern in a particular volume could be imaged in 3D using AMISR systems. This technique was later used by Dahlgren et al. [2012b,a] to image a polar patch. Dahlgren et al. [2012a] additionally used ASIPs and SuperDARN radars to observe the polar patch and found that backscatter tended to be observed more on the trailing edge of the patch. This agrees well with many studies that have examined the asymmetry of small-scale plasma structuring surrounding plasma patches.

Even though observations of plasma irregularities near polar patches present certain advantages, small-scale irregularities may be present in the polar cap regardless of polar patch presence. Plasma irregularities at decameter scales are typically studied with
HF coherent scatter radars, Section 1.3.1. The factors that affect irregularity observation can roughly be divided into two groups: irregularity production and radar propagation. Irregularity production factors are related to the existence of plasma irregularities in the ionosphere, while radar propagation factors are related to the ability to observe irregularities with a ground-based radar, Section 1.3.1.

Recent radar observations suggested that plasma irregularity production in the polar cap may be much higher than at lower latitudes. When background plasma conditions are favorable for radar propagation in the polar caps, FAIs are observed nearly continuously [Bristow et al., 2011], however, there are still definite diurnal, seasonal, and solar cycle trends similar to what is observed at lower, auroral latitudes [Kane et al., 2012]. There is an increase in echo occurrence at solar maximum, particularly in the midnight sector [Milan et al., 1997; Koustov et al., 2004]. Seasonally, high-latitude radars observe a peak in echo occurrence during equinoctial months [Koustov et al., 2004].

Additionally, backscatter tends to occur at closer ranges in summer at midnight, but moves further away from the radar in other seasons at midday [Milan et al., 1997]. In general, echo occurrence is high during the day and low at night, but nighttime occurrence is directly proportional to the F peak density and daytime occurrence can be significantly reduced by a dense and conductive E layer [Koustov et al., 2004; Kane et al., 2012]. In the daytime, solar illumination causes the electron density of the E region to increase dramatically, making it highly conductive. This conductive layer can provide a conduit by which the potential differences associated with FAIs in the F region can be shorted out, effectively reducing F-region plasma irregularities [Vickrey and Kelley, 1982]. Both irregularity production and radar propagation factors probably contribute to these regular variations of echo occurrence, because while a dense, daytime ionosphere creates favorable radar propagation conditions, it can also contribute to E-region shorting or smoothing of gradients which surpress irregularity production [Koustov et al., 2004].

The two most important production factors for irregularities produced through GDI are density gradients and convection velocity or, equivalently, convection electric fields, Section 1.4.2. Properly-oriented density gradients and electric fields are a necessary condition for GDI to be operational, Section 1.4.2, and the stronger these are, the more likely the irregularity production rate will be high. Experimental studies focused on the latter factor, with both backscatter power and occurrence showing an increase with increasing
electric field strength \cite{Fukumoto2000, Danskin2002, Makarevich2014}.

Amongst the propagation factors, arguably the primary one is the background plasma density and the associated amount of the radar beam refraction. If the background density is too low, the beam is under refracted and is never perpendicular to the magnetic field, however if the density is too high, the beam is over refracted. Previous studies show that observation of small-scale FAIs is most favorable if the background density is between $1 \times 10^{11} \text{ m}^{-3}$ and $4 \times 10^{11} \text{ m}^{-3}$ \cite{Danskin2002, Makarevich2014}. If the $D$ region is too dense, this can also in theory attenuate the signal and reduce the rate of returned backscatter, although observations have shown this is not a major factor in echo occurrence \cite{Danskin2002}.

Generally, both production and propagation factors are important in determining when irregularities are observed by ground-based HF radars, so it is important to distinguish between the two to interpret data correctly. Additionally, the relationship between plasma irregularities of different scales is important to understand how small-scale irregularities develop in the context of larger ionospheric dynamics.

1.5 Motivation and Objectives

The plasma in the polar cap ionosphere is highly structured in a non-trivial manner \cite{Tsunoda1988, Carlson2012}. In addition to being of purely scientific interest, this structuring creates complications when receiving radio signals through the ionosphere. Because the structuring is highly irregular and varies on many spatial and temporal scales, unpredictable wave refraction, phase shifts, and amplitude attenuation can occur, making radio signals difficult to detect. This introduces problems in any system that involves ground-to-satellite, satellite-to-ground, or over-the-horizon communication, such as navigation or communication. Because of the increasing interconnectedness of modern society, any interruptions or errors in these systems can have broad impacts on infrastructure, including commercial and defense interests, as well as everyday life.

The ionosphere is an important part of the highly coupled Sun-Earth environment. The polar cap ionosphere essentially serves as the boundary conditions for waves propagating through the magnetosphere. In addition, understanding plasma structuring on a range of scales is important for correctly interpreting backscatter from ionospheric radars. In particular, one of the main purposes of SuperDARN is to create large-scale convection.
maps of both hemispheres including polar cap regions. These convection maps have been used to give context of both the magnetosphere and thermosphere and are widely used in space physics research. To map convection accurately, it is extremely important to understand when backscatter is observed and when it is absent, and why this is so. Understanding plasma instability and wave growth mechanisms is very important for answering these questions. Furthermore, models and simulations of ionospheric dynamics in the polar caps often incorporate plasma structuring details, such as instability growth mechanism. Although GDI is often considered the dominant instability mechanism in the F region, it is helpful to understand what other mechanisms may be operational and how they are interconnected.

The aim of this work is to investigate small-scale plasma irregularity production in the F-region polar cap. Both global and local control of irregularity production is studied, i.e. we consider global solar control through solar illumination and solar wind as well as much more local control by plasma density gradients and convection electric field. The majority of observational data used in this thesis have been obtained by ground-based ionospheric radars, both CSR systems (Section 1.3.1) and ISR systems (Section 1.3.2), with particular emphasis on radars within the SuperDARN array, Section 1.3.1. These datasets have also been complemented with information from models as well as satellite data when necessary. Experimental results are considered in the context of a linear fluid theory of the gradient-drift instability.

The first objective of this body of work is to evaluate the extent of solar control over irregularity occurrence in the polar F region. Although radar backscatter is the lower limit to plasma irregularity occurrence, examining the occurrence of radar backscatter in the context of both solar illumination (considered direct solar control) and IMF factors (considered indirect solar control) reveals physically relevant trends. This gives a global or macrophysical view of where and when plasma irregularities are most likely to occur.

The second objective is to investigate asymmetry in the GDI growth rate surrounding large-scale density structures. A model is used to identify where the growth rate is high and hence where plasma irregularities are likely to occur surrounding a polar patch and how they can be observed by a ground-based HF radar. The model considers a large, elongated polar patch drifting in an arbitrary direction relative to a radar and assumes irregularity production is directly dependent on the linear GDI growth rate. The model
results are expected to contribute to more accurate interpretation of observations of irregularities near polar patches.

The third objective is to investigate directional dependencies of small-scale plasma irregularities produced through the gradient-drift instability operating in the linear regime. Two-dimensional measurements of density gradients and electric fields are made such that the directionally-dependent GDI growth rate can be calculated, which is then compared with plasma irregularity power and occurrence in a particular location. This gives insight into whether the production of small-scale irregularities is directionally dependent, similar to the linear GDI growth rate, or if the distribution with the propagation direction is isotropic due to other processes.

The outline of this thesis is as follows. Chapter 1 provides an overview of the polar ionosphere and plasma structuring mechanisms at both large and small scales. Chapter 2 presents an experimental investigation of decameter-scale plasma irregularities in the polar F-region and their solar control, with a particular focus on statistical analysis of data collected with a recently-deployed SuperDARN radar in the southern polar cap. The same results were also presented in a recent journal article [Lamarche and Makarevich, 2015]. Chapter 3 presents a modeling study of the linear GDI growth rate of plasma irregularities near a large, elongated polar patch drifting in an arbitrary direction within the viewing area of an oblique-scanning radar such as SuperDARN. These results have also been recently published [Lamarche and Makarevich, 2016]. Chapter 4 presents an experimental investigation of the directional dependence of small-scale plasma structures by considering simultaneous measurements of electric field and density gradients from an AMISR system and FAIs observed by SuperDARN in the context of predictions made by linear GDI theory and the model results presented in Chapter 3. The same results have been recently published [Lamarche and Makarevich, 2017]. Chapter 5 presents a summary of the most significant results of this body of work, their implications for interpretation of radar observations of plasma structures in the polar cap and suggestions for future research involving coherent and incoherent scatter radar facilities in the polar region.
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Chapter 2
Solar Control of F Region Radar Backscatter: Further Insights from Observations in the Southern Polar Cap

2.1 Abstract
The role of solar wind and illumination in production of small-scale F region plasma irregularities is investigated using a 4-year data set collected by the Super Dual Auroral Radar Network (SuperDARN) facility at the McMurdo station, Antarctica (MCM). Statistical analysis of ionospheric echoes detected by MCM shows that radar backscatter from the polar F region occurs in wide and persistent bands in range that exhibit systematic changes with local time, season, and solar cycle. It is demonstrated that all variations considered together form a distinct pattern. A comparison with F region model densities and raytracing simulations shows that this pattern is largely controlled by the F region solar-produced ionization during the day. During the night, however, MCM observations reveal a significant additional source of plasma density in the polar cap as compared with the model. An example of conjugate radar observations is presented that supports the idea of polar patches being this additional source of ionization on the nightside. Echo occurrence exhibits a clear peak near the solar terminator, which suggests that small-scale irregularities form in turbulent cascade from large scales. Further, echo occurrence is enhanced for particular IMF orientations during the night. Observations indicate that solar illumination control of irregularity production is strong and not restricted to the nightside. Indirect solar wind control is also exerted by the IMF-dependent convection pattern, since the gradient-drift instability favors certain orientations between the plasma density gradients and convection velocity.

2.2 Introduction
Plasma density waves or irregularities are commonly observed in both the E and F regions of the ionosphere and with scales ranging from a few centimeters to several kilometers. Several methods have been used to study ionospheric structures, including in situ rocket and satellite measurements as well as remote sensing using radio and optical techniques [Fejer and Kelley, 1980]. In this study, we focus on small-scale irregularities (~10 m) in

---

the $F$ region that are thought to be primarily due to the gradient-drift instability (GDI) [Tsunoda, 1988].

Production of these irregularities is reasonably well understood on a microphysical level, with GDI promoting irregularity growth for certain orientations of the density gradient vector relative to the convection electric field [Keskinen and Ossakow, 1982, 1983; Makarevich, 2014]. The role of global factors, on the other hand, such as geomagnetic activity or solar wind conditions is much less investigated. In particular, the extent of the solar control is largely unknown, both in terms of its direct effects due to varying ionization and indirect effects due to varying interplanetary magnetic field (IMF) as explained below. This is particularly important to processes occurring in the polar cap where some of the strongest differences in solar illumination conditions occur and where geomagnetic field lines are directly connected to the IMF.

One fundamental question under investigation in whether solar illumination suppresses or enhances irregularity production. In the auroral zone, evidence has been presented that solar illumination reduces the rate at which irregularities are observed by coherent radars in the Super Dual Auroral Radar Network (SuperDARN) [Ruohoniemi and Greenwald, 1997; Koustov et al., 2004]. This is thought to be due to the background electron density increasing and smoothing the density gradients required to drive GDI [Ruohoniemi and Greenwald, 1997; Koustov et al., 2004]. Preliminary studies in the polar ionosphere, however, indicated that echo occurrence is much reduced during nighttime [Bristow et al., 2011], implying that either daytime echo occurrence is enhanced or nighttime occurrence is suppressed. This needs to be further investigated to determine why and how irregularity production in the polar region may differ from that in the auroral region.

Observations of decameter-scale irregularities with SuperDARN have an advantage of significant datasets accumulated under a wide variety of observational conditions. SuperDARN utilizes radio refraction in the High-Frequency (HF) band to observe $F$ region echoes or backscatter from decameter-scale irregularities when radar beam achieves orthogonality with local magnetic field (orthogonality condition). Because of importance of propagation conditions for HF radar observations, the echo occurrence rates observed by SuperDARN are taken as a lower limit of the irregularity occurrence rates [Chisham et al., 2007].
Several recent SuperDARN studies have found clear seasonal and diurnal trends in the $F$ region echo occurrence that formed a distinct pattern which appeared to be qualitatively similar to that of the solar zenith angle (SZA) variations [Kane et al., 2012; Ghezelbash et al., 2014a,b]. However, it has been challenging to determine how occurrence explicitly depends on SZA for all seasonal and time sectors. The nighttime occurrence, taken separately, was demonstrated to be closely related to SZA-controlled $F$ region density variations [Kane et al., 2012], but no similarly clear relationship has been demonstrated for datasets including daytime points. One possible reason is the competing effects of the electric field, particularly in the noon sector near the cusp region [Ghezelbash et al., 2014a,b].

One difficulty is the need to consider propagation effects of plasma density. These arise because of $F$-region density controlling the amount of refraction and either under-refraction or overrefraction reducing echo occurrence when orthogonality condition is not met [Milan et al., 1997; Danskin et al., 2002]. This is also related to how echo occurrence is generally considered a lower limit on irregularities, as described above. There is some ambiguity about whether changing irregularity production or detection by the radar is most responsible for any observed trends.

The production/detection ambiguity issue can be addressed by considering how both occurrence and distance from the radar (slant range) change in responses to various factors [Kane et al., 2012; Ghezelbash et al., 2014b]. This is because range variations are expected to be almost entirely due to propagation effects and the differences in responses are therefore mostly likely due to changing production. In order to claim production as the dominant source of occurrence variability, occurrence analysis must explicitly consider echo location. In the current study this approach is employed to develop a comprehensive model of occurrence location, quantify echo location trends, and explicitly consider these trends when developing occurrence estimates. This is in contrast with previous studies that considered echoes detected in the entire (or fixed part) of the radar’s field-of-view (FoV) [e.g. Kumar et al., 2011; Kane et al., 2012].

In addition to direct effects of solar illumination, there is also interest in the indirect ways in which the Sun may control irregularity production in the ionosphere. It has been shown that negative IMF $B_z$ generally leads to higher echo occurrence in the auroral $F$ region [Ballatore et al., 2001]. An even stronger IMF control has been demonstrated for the auroral $E$ region irregularities [Makarevich et al., 2012]. Some dependence on substorm
phase (and hence indirectly on IMF) is also expected and has been observed [Wild and Grocott, 2008]. One way in which the IMF and echo occurrence variations may be related is through the IMF-controlled convection pattern [Ruohoniemi and Greenwald, 1996; Pettigrew et al., 2010]. Convection changes lead to different orientations between convection velocity and density gradient vectors, which may, in turn, change GDI contribution to structuring processes [Makarevich, 2014]. The feasibility of this scenario is largely unknown and the extent of IMF control of polar cap echo occurrence is yet to be evaluated.

The overall aim of this study is to evaluate the extent of solar control on the production of F-region density irregularities in the polar cap ionosphere. Specifically, the objectives are to (1) quantify variations in F region backscatter location for different time sectors, seasons, and solar cycle phases, (2) analyze direct effects of solar illumination in irregularity production utilizing a comprehensive model of echo location, and (3) establish the relationship between echo occurrence and IMF in the polar cap F region.

2.3 Experiment Configuration and Data Processing
The primary instrument used in this study is the SuperDARN McMurdo radar located at McMurdo Station, Antarctica (77.88° S, 166.73° E, geographic) [Bristow et al., 2011, Figure 1]. Using a standard SuperDARN 3-letter radar code, this radar is referred to as MCM. SuperDARN is an array of coherent HF radars used to study processes in the Earth’s ionosphere and magnetosphere. Radars are located at middle and high latitudes in both the Northern and Southern Hemispheres. Radars measure a 17-lag auto-correlation function (ACF) from which estimates of the Doppler velocity, power, and spectral width of ionospheric echoes in 75–100 range bins for each of the 16–24 radar beams are obtained. Each radar beam spans ~ 3.25° horizontally and ~ 30° vertically, with the entire FoV of ~ 52°–78° in azimuth. Range bins typically start at 180 km and have a length of 15 km or 45 km and a radar scans through all beams in 60 s or 120 s depending on the mode of operation. Other details on operations and technical characteristics of SuperDARN radars are given by Chisham et al. [2007].

The magnetic latitude (MLAT) of MCM is 80.0° S, based on the altitude-adjusted corrected geomagnetic (AACGM) coordinate system with 2010 coefficients (see recent paper by Shepherd [2014]). The MCM FoV covers the southern polar cap and beam 14 of MCM is most conjugate with beam 1 of the SuperDARN Rankin Inlet (RKN) radar that overlooks the northern polar cap. The current study focuses on MCM observations, but in order
to facilitate future comparisons with conjugate observations, the data from beam 14 of MCM are considered. MCM has been in routine operations since February 2010 and the current study has considered the data from the first 4 years of operations 2010–2013.

Standard SuperDARN criteria were used to eliminate ground scatter ($|V - \Delta V| < 30$ m/s and $|W - \Delta W| < 35$ m/s), where $V$ is the Doppler velocity, $W$ is the spectral width, and $\Delta V$ and $\Delta W$ represent uncertainties in these quantities. In addition, measurements with signal-to-noise ratio < 3 dB or $W > 500$ m/s were eliminated to reduce contribution from interference and other spurious echoes. In addition to standard operation modes, each SuperDARN radar has a set time periods where the radar is run in special modes. In order to have as continuous of a dataset as possible for the statistical analysis, data were used both from the standard modes and from special modes when possible. Modes where the beam 14 was over-sampled (beam camping modes) or not sampled at all were not used.

In this study, we also employed the IMF measurements taken from the high-resolution OMNI database using spacecraft-specific dataset for the WIND satellite. This was the OMNI dataset that had the largest number of valid measurements throughout the period of interest 2010–2013. All data in the OMNI database are time shifted from the spacecraft location to Earth’s bow shock nose (BSN). The data were further shifted by 9–12 min to account for propagation from the BSN to the high-latitude ionosphere using a method described by Khan and Cowley [1999] that was also employed by Makarevich et al. [2012]. The IMF $B_y$ and $B_z$ components were averaged over 10-min intervals. Any periods with IMF information missing were excluded from the analysis. In addition, the Polar Cap South (PCS) index data derived from magnetometer measurements at Vostock Antarctic station have been used [Troshichev et al., 1988]. The PC index is a standard index used to quantify responses of various polar cap phenomena to geomagnetic disturbance [e.g. Fiori et al., 2009].

The model electron densities were also used in the current study. The electron densities were found from the International Reference Ionosphere (IRI) 2012 model [Bilitza et al., 2014]. The IRI model is an empirical model of the ionosphere based on time of day, date, geographic location, altitude, and solar conditions, with the $E$ region and $F$ region peak electron densities ($N_{mE}$ and $N_{mF2}$) being of particular interest for this study. The IRI model uses the International Union of Radio Science (URSI) or Consultative Committee on International Radio (CCIR) coefficient maps of the critical frequencies to produce $N_{mE}$
and $N_mF_2$, with both the URSI and CCIR options implemented in the current study. In addition, IRI 2012 has three options for the bottomside thickness parameter B0, with all three options used in the current study.

2.4 Observations

In order to examine diurnal, seasonal, and solar cycle trends in echo occurrence, the monthly average occurrence was found for each universal time (UT) 2-min interval and for each 45-km range bin. Figures 2.1a–2.1d show monthly average occurrence expressed in percentage for four selected months in year 2010 versus UT and slant range. The four months presented were chosen to be representative of different seasons. Figures 2.1e–2.1h on the right similarly shows the monthly average peak F-region electron density $N_mF_2$ obtained from the IRI model using its default option of the URSI coefficient maps and the bottomside thickness B0 from Altadill et al. [2009]. For the other five IRI options, the plasma density profiles were also calculated and used in ray tracing calculations, as discussed below. The $N_mF_2$ values for these other five options are not presented here. As compared with the IRI 2012 default option, the average percent difference for the three CCIR options were 15%-22% in March, June, and September and ~ 9% in December. For the three URSI options, they were 3%-9% in March, June, and September and ~ 2% in December. Finally, the cosine white contours in both Figures 2.1a–2.1d and 2.1e–2.1h show the approximate range position of the F-region echo band for each month determined as described below.

Figures 2.1a–2.1d show a distinct F-region band of high occurrence in every month at ranges 500–1500 km. Some E-region echoes are also observed at shorter ranges 180–300 km in June at 01–06 UT and in December at 17–24 UT. In addition, Figures 2.1a, 2.1c, and 2.1d show some echoes with low-occurrence near 04 UT. These observations refer to the region just equatorward of the polar cap near the noon sector (looking through the polar cap) and thus may represent a radar signature of the dayside cusp [Yeoman et al., 2002]. In the following analysis, we focus on the made F-region band between 500 km and 1500 km which refers to observations in the polar cap.

The F-region band range position and peak occurrence within the band was changing most clearly throughout the day in March and September, i.e. diurnal variation in both parameters is observed clearly in spring and fall months. To highlight the high echo occurrence band, a contour of 25% occurrence is plotted in each Figure 2.1a–2.1d by the
Figure 2.1. Monthly average echo occurrence and electron density

Monthly average plots of (a–d) echo occurrence and (e–h) peak electron density for 2010. Four months are selected (one for each season) to show seasonal variations. In Figures 2.1a–2.1d, the pink line shows the 25% occurrence contour that is used to define the echo band region. Black dots are the midpoints between the upper and lower portion of this contour. A cosine function (white line) is fit to these points and used to model the echo band. The dashed white lines are the upper and lower bounds of the model band. The top right corner of each panel shows the parameters that characterize the band for that month: $A$ is amplitude of cosine function, $B$ is time shift, $C$ is range shift from 0, and $BW$ is the band width. In Figures 2.1e–2.1h the same echo location model is also given (white lines) along with expected echo locations based on ray tracing simulations (solid lines). The red (grey) lines refer to three URSI (CCIR) options (see text for details).
pink line. The midpoints were also found between the top and bottom parts of the pink 25% occurrence contour. These are plotted by the small black dots and referred to below as the band position \( r(t) \), where range \( r \) is in kilometers and time \( t \) is in hours.

Both the 25% occurrence contours and the band position \( r(t) \) exhibited a clear cosine-like variation with a 24-h period in March and September 2010. Very similar variations were observed in other years and other near-equinoctial months. Further, similar variations were also observed for many individual days. In summer months, the variation was largely flat, Figure 2.1d, which can be also represented by a cosine variation shifted from zero with a small amplitude. To further characterize this diurnal variation, a cosine function of the form

\[
R(t) = A \cos \left[ \frac{2\pi (t - B)}{24} \right] + C
\]  

was fitted to the band position values \( r(t) \). Here \( R(t) \) is the fitted range of the center of the band in kilometers, and \( A \), \( B \), and \( C \) are fit coefficients with units of kilometers, hours, and kilometers, respectively. The white solid line in Figures 2.1a–2.1h shows the resulting fit \( R(t) \). The white dashed lines represent the upper and lower limits of the band. They were calculated by first finding the average distance \( \sigma \) between points in the 25% occurrence contour and the fitted cosine at the same time of day. The original cosine fit was then shifted up or down by this amount as \( R(t) \pm \sigma \) to give the upper and lower limits of the band. The bandwidth (BW) could then be defined as \( 2\sigma \). The fit parameters and bandwidth are given in the top right corner of Figures 2.1a–2.1d. For the rest of this study, “echoes within the band” refer to data points that fall between the upper and lower white dashed lines. From Figures 2.1a–2.1d, both the center position and upper/lower bounds for the band shown by the white lines capture the band and its diurnal variation in range very well for all months. Therefore, these estimates are used below to quantify the echo band behavior, particularly in context of expected electron densities.

MCM is oriented in such a way that it samples daytime (nighttime) ionosphere in roughly the first (second) half of the day in UT. The electron density profiles change significantly between the nighttime and daytime periods, with one important consequence being higher peak densities \( N_nF_2 \) during the day. This is illustrated in Figure 2.1e–2.1h that clearly shows higher daytime \( N_nF_2 \) values that reach a peak near 05 UT at farther ranges and lower nighttime \( N_nF_2 \) values that reach a minimum near 17 UT. The other important effect is an increase in the peak height \( h_nF_2 \) during the night (not presented here).
The $F$-region echo band was also closer to the radar in the daytime and farther away at night. This feature is most clear for the March and September data sets. It is much less clear in June, although one can still see a portion of the cosine-like variation at 02–10 UT in June in the pink contour. In this month, the white contours are mostly extrapolation outside of this interval, but they fit into the overall diurnal/seasonal pattern well (see also next analysis). In December, the band is flat and diurnal variation is not evident.

In terms of diurnal variation of echo occurrence, there was a minimum occurrence at nighttime and a maximum in daytime hours. The minimum was much deeper and more extended in June so that essentially no echoes were observed at 12–24 UT. At this time, the expected location of echoes based on the cosine-fit model (white lines) is farther away from MCM than in any month and any UT interval within uncertainty, but no echoes are observed either at these ranges or any other ranges. This is in contrast with March and September, where occurrence is reduced at nighttime but not to zero. Overall, Figure 2.1 shows that range position of the band is largely controlled by the density conditions, while the echo occurrence variation is perhaps more complicated.

The final observation about Figure 2.1 concerns the results of raytracing simulations that were conducted for each hour of day 15 in each of the four months shown in Figure 2.1 using a version of standard ray tracing tools based on numerical solutions of the Hamiltonian raypath equations [Haselgrove, 1963; Jones and Stephenson, 1975] that allow the consideration of arbitrary density distributions. In these simulations, IRI densities in a 2D simulation domain aligned with beam 14 of MCM were used. That is, plasma densities employed were varying both horizontally and vertically. The grid bins in the horizontal and vertical directions were 5 km and 1 km, respectively, which is well below the radar cell size of 45 km. Rays separated by 1° in elevation were found under the assumption of ordinary mode propagation. Locations were found where the ray was nearly perpendicular (within 1°) to the local magnetic field based on the International Geomagnetic Reference Field 12 model [Thèbault et al., 2015].

The range locations where orthogonality condition was expected are plotted in Figures 2.1e–2.1h by six lines corresponding to six different options of the IRI model described above. The red (grey) lines refer to three URSI (CCIR) options. These lines are seen between the solid and bottom dashed white lines, indicating a reasonable agreement between the expected and observed backscatter locations. The important exception is seen, however, for nighttime periods (low-density periods). During these periods, no orthog-
The variations in the echo band (a) amplitude of the fitted cosine function $A$, (b) time shift or time of day of the peak $B$, (c) average position of the band or the vertical shift of the cosine function from zero $C$, and (d) width (BW). Different lines are for different years with the legend given in Figure 2.2a. The fit errors are given by the vertical bars.

Orthogonality was expected based on IRI densities, but significant (albeit reduced) amount of backscatter was observed in March and September. This implies a significant source of nighttime plasma density that is unaccounted for by the IRI model. IRI is known to underestimate $N_mF_2$ during equinoctial nighttime periods in the northern polar cap [Themens et al., 2014], and our observations suggest that a similar underestimation also occurs in the southern polar cap. The UT extent of the period with no expected orthogonality is reduced in the CCIR option, which suggests a better ionospheric representation in this option. This result is also consistent with that reported by Themens et al. [2014].

The same analysis was performed for the entire period of interest 2010–2013 and the band characteristics are presented in Figure 2.2. It shows the band position amplitude $A$, Figure 2.2a, time shift $B$, Figure 2.2b, range position $C$, Figure 2.2c, and width (BW), Figure 2.2d, plotted versus month. Each year is shown as a line in a different color as
indicated in the top-right corner of Figure 2.2a. All four parameters peak in austral winter and decrease in summer months. Solar cycle variation is evident in the band position amplitude, Figure 2.2a, and the average band position, Figure 2.2c. In general, both parameters were larger in years closer to solar minimum (year 2010) and decreased moving towards solar maximum (2013). In both cases, the variation existed primarily in the winter months (around June). In contrast, the seasonal variation was also evident in the band time shift, Figure 2.2b, and the band width, Figure 2.2d, but no clear solar cycle trend was present. In fact, the band time shift was quite consistent between different years, except for winter months. This parameter was typically around 15 hrs. This is when a maximum of $R(t)$ was observed in UT, i.e. when band position was located furthest away from the radar.

In the previous analysis, the focus was on band characteristics related to range and their variations. The next presentation examines the diurnal/seasonal/solar cycle pattern as a whole for both band range position and one other important characteristic, the echo occurrence within the band. For each month, the band position $R(t)$ and the average occurrence between $R(t) \pm \sigma$ were found similar to those presented in Figure 2.1. A horizontal slice of each panel of Figure 2.3 represents the time series for one month. The band position $r(t)$ is shown in Figures 2.3a–2.3d as a color contour plot representing the time series for all months of the year simultaneously; different rows refer to different years. Similarly, the average echo occurrence is shown in Figures 2.3e–2.3h. Figures 2.3a–2.3d also present the fitted band position $R(t)$ as line contours using the same color scheme.

The white gaps appear in Figures 2.3a–2.3d during the periods with no estimates for $r(t)$. For the fitted band position $R(t)$, these gaps are filled except for January 2010 when no MCM data were available. Outside the gaps, the $R(t)$ contours match well the underlying color pattern. Inside the gaps, they represent extrapolation of the same pattern. This information is also useful to analyze, particularly considering that the fitted errors for the months that contribute the most to the gaps were less than 20%, Figures 2.1b and 2.2.

In Figures 2.3a–2.3d, the band position $r(t)$ is larger near the edges of the gap. The fitted band position $R(t)$ also shows a peak near the center of the gap (winter nighttime periods). The peak values for both $r(t)$ and $R(t)$ became lower between 2010 and 2013. This indicates that the high-occurrence band moved closer to the radar for years further away from the solar minimum. The minima in $r(t)$ and $R(t)$ were observed during the daytime and near equinoxes. This feature was most clear in 2010 when these minima
Figure 2.3. Solar cycle trends of high-occurrence band
Contour plots of the (a–d) echo band position $r(t)$ and (e)–(h) occurrence versus UT and season. Each row shows the data for a different year as given in the top right corner. The unfilled color contours in Figures 2.3a–2.3d show the fitted band position $R(t)$ using the same color scheme.
were observed near 03 UT in March and September; these were also the two months presented in Figures 2.1a and 2.1c. The echo occurrence pattern, Figures 2.3e–2.3h, is less clear in terms of its maxima and their relationship with range minima. Typically, one equinoctial maximum was more pronounced as in 2011–2013, with no clear preference towards either March of September. In 2010, the two maxima are most similar (yellow contours), but the UT peak was shifted away from that of the range minimum (by about 5 hours). Overall, however, the range and occurrence patterns appear to be inverse of each other: larger range means smaller occurrence and vice versa.

The diurnal, seasonal, and solar-cycle variations in echo occurrence observed in Figures 2.1–2.3 can be explained by looking at the solar zenith angle (SZA) and ionospheric density conditions. SZA indicates how sunlit the ionosphere is and the associated degree of ionization, i.e. the E- and F-region electron densities, as explained in Section 2.2. The model $N_mE$ and $N_mF_2$ values have been employed for this analysis, Section 2.3. To keep model run times at a manageable level, here we consider 10-min cadence data including the average echo occurrence within the band (in Figures 2.1–2.3, the 2-min data were considered).

Figures 2.4a and 2.4b present the results of this analysis for year 2010 in the form of scatter plots of band position versus (Figure 2.4a) SZA and (Figure 2.4b) model $N_mF_2$, while Figures 2.4c and 2.4d are scatter plots of echo occurrence versus (Figure 2.4c) SZA and (Figure 2.4d) model $N_mF_2$. In all four panels, the model $N_mE$ is shown by the color of the points, with the color bar given to the right. The points in Figures 2.4a and 2.4b show some clustering in the form of closed loops (some of them appear just as horizontal lines). This is simply a consequence of the periodic nature of the cosine fit; each loop refers to the data for one month. The summer months exhibit little-to-no variation; these appear as horizontal loops-lines.

Figure 2.4a shows a group of blue points referring to nighttime observations (SZA > 90°) that slope upwards from a band position range of ~800 km to ~2000 km with a SZA increasing. This indicates that the band moved into further ranges as radar sampled sectors farther away from sunset. The color of the points indicates that E-region electron density was typically lower at these times as well, as expected. In Figure 2.4b, the same trend is seen as blue points starting at intermediate $N_mF_2$ values of ~1.5 $\times$ 10$^5$ cm$^{-3}$ and low ranges near 800 km, but increasing to ranges of ~2000 km as $N_mF_2$ decreased to low values of ~0.5 $\times$ 10$^5$ cm$^{-3}$. This indicates that both representations (using SZA or
Figure 2.4. Band position and occurrence versus SZA and $N_m F_2$

The echo band range versus the (a) solar zenith angle (SZA) and (b) model peak F2 electron density ($N_m F_2$). Each point is color-coded in model E region density. Figures 2.4c and 2.4d show the same as Figures 2.4a and 2.4b but for the echo occurrence within the band.
model \( N_m F_2 \) are approximately equivalent: the band was further from the radar at low \( N_m F_2 \)/high SZA values. At high \( N_m F_2 \)/high \( N_m E \)/low SZA values, i.e. during daytime conditions, the range did not change much. In summer months (horizontal loops mentioned above) in particular, this variation was virtually nonexistent. Overall, Figures 2.4a and 2.4b show a clearly-defined pattern of a decreasing band position with \( t \) moving away from sunset and SZA increasing from \( 90^\circ \), \( N_m F_2 \) decreasing, and \( N_m E \) also decreasing.

The echo occurrence within the band shows a different pattern, Figures 2.4c and 2.4d. Occurrence increases towards \( SZA \approx 90^\circ \) during daytime, but then starts to decrease away from this value (Figure 2.4c). The \( E \)-region density, on the other hand, appears to decrease monotonically with a SZA increasing. It has a peak at \( 10 \times 10^4 \) cm\(^{-3} \) at the smallest possible values of SZA \( \sim 50^\circ \), while occurrence peaks around \( 90^\circ \). This means that echoes are most likely to be observed close to the terminator. There appears to be a similar peak when occurrence is plotted against \( F \)-region electron density (Figure 2.4d). The \( N_m F_2 \) value corresponding to occurrence peak is between \( 1.0 \times 10^5 \) and \( 2.5 \times 10^5 \) cm\(^{-3} \) depending on the month. At both lower and higher \( F \)-region densities, occurrence decreases. This indicates that there is a range \( F \)-region electron densities that favors the observation of echoes. In both Figures 2.4c and 2.4d, points where the \( E \)-region density is high (dark red points) have relatively low occurrence. Based on Figure 2.4c, these generally have the lowest occurrence of all daytime measurements. Overall, Figures 2.4c and 2.4d show that echo occurrence peaks near the terminator where \( N_m F_2 \) is moderate and decreases for SZA increasing and decreasing from \( 90^\circ \).

The IMF variations have been previously shown to affect HF radar observations of the auroral ionosphere in both the \( F \) region [Ballatore et al., 2001] and \( E \) region [Makarevich et al., 2012]. The IMF variations are a consequence of solar activity and are not related to the time of day or season, so they must be studied independently. IMF activity is also related to solar cycle, but the correlation is on a time scale of about a decade. In the following analysis, we attempt to determine whether there is a direct relationship between IMF behavior and echo occurrence on the scale of a few hours. We compare the MCM echo occurrence variations with the simultaneous IMF observations using a method analogous to that employed by Makarevich et al. [2012] in their study of auroral \( E \)-region irregularities (see also our Section 2.3 for a brief description of IMF data analysis). In addition, we evaluate a dependence on the PCS index using the same approach.
Figure 2.5. Occurrence versus UT and IMF conditions
The MCM echo occurrence versus UT color coded in the average (a) IMF $B_y$, (b) IMF $B_z$, and (c) PCS values.
The average occurrence within the band was found at 1-h UT bins using the entire 4 year data set. The average IMF components and PCS values were also found. The data were binned using 1-h UT and 2% occurrence bins and smoothed using a 3 x 3 window. Figure 2.5 presents contour plots of echo occurrence versus UT, with color representing average (a) IMF $B_y$, (b) IMF $B_z$, and (c) PCS index. Figures 2.5a and 2.5b show almost no features in the first half of the day (0–12 UT; daytime observations). The second half of the day (12–24 UT; nighttime observations) exhibits a definite color structure for both IMF components. The echo occurrence was generally higher for more negative $B_y$ and $B_z$. Moreover, in Figure 2.5a, the bins with IMF $B_y$ below $-2$ nT (blue colors) are located at progressively lower occurrence values. This feature is less evident for IMF $B_z$, which indicates that IMF $B_y$ component has a stronger association with the F-region echo occurrence than IMF $B_z$. In Figure 2.5c, the average PCS index is somewhat enhanced before 12 UT, a result consistent with previous statistical analysis of the PCS index [e.g., Troshichev et al., 2007, Figure 4]. There is no clear relationship between the echo occurrence and the PCS index except for the nighttime occurrence to be enhanced at large PCS values and the daytime occurrence to be either high or low at large PCS values.

2.5 Discussion

In this study, a comprehensive data set collected by the SuperDARN McMurdo radar over 4 years has been employed to investigate formation of small-scale irregularities in the polar F region, with a particular focus on global factors. MCM routinely observes backscatter from ionospheric irregularities over extended time periods and large spatial areas within the southern polar cap (“persistent backscatter”), which allowed us to reliably quantify both backscatter location and occurrence characteristics and investigate their control by the solar wind and illumination. By considering both location and occurrence we achieved better understanding and differentiation between radio- and plasma-physical factors or, alternatively, between irregularity detection and production. Below we further discuss three groups of issues aligned with three objectives of this study.

2.5.1 F Region Echo Band: A Comprehensive Model and Density Implications

Previous investigations of small-scale irregularity formation in the polar cap F region have primarily used SuperDARN coherent radars in both northern and southern polar
caps [Bristow et al., 2011; Ghezelbash et al., 2014b; Koustov et al., 2014]. These observations revealed unusually high echo occurrence rates of $F$ region backscatter that can exceeded 80% [Bristow et al., 2011; Ghezelbash et al., 2014b]. These polar cap occurrence rates significantly exceed similarly-derived occurrence rates at auroral latitudes where the highest reported values were near 60% under much stronger solar activity conditions [e.g. Koustov et al., 2004].

One possible reason for this difference is more favorable propagation conditions in the polar cap with greater chances to reach orthogonality with magnetic field, which is a necessary condition for Bragg scatter to be received by coherent scatter radars. Whether any observed occurrence trend is due to changing propagation or production is difficult to resolve based on HF radar echo occurrence observations alone, as explained in Section 2.2. A reasonable assumption often utilized is that propagation will be mostly responsible for changing location of echo occurrence. Typically, the entire FoV (or its large portion) is considered in calculating occurrence rates and, assuming range variations stay within the FoV, occurrence variability will be mostly due to changing production [e.g. Kane and Makarevich, 2010]. A considerable improvement over this approach is to explicitly consider the trends in backscatter location as well [Kane et al., 2012; Ghezelbash et al., 2014b]. This way, any variation in occurrence and location is most likely due to a production factor. The current study refines this approach by including the location information explicitly in the way occurrence estimates are obtained. Further, the information about variations in the typical ranges of backscatter is important by itself, particularly since it directly reflects variations in the $F$-region density. This provides a useful (albeit somewhat indirect) way to monitor and analyze plasma production and transport processes in a region where few opportunities for direct continuous measurements of plasma density currently exist.

The two important outcomes of the current study related to this indirect density analysis were (1) development of an empirical model to describe location of $F$-region backscatter and (2) analysis of characteristics derived from the model. The $F$-region backscatter was predominantly observed in the form of a band that was well described by a simple model, Equation (2.1). The $F$ region echo band exhibited systematic diurnal and seasonal variations, Figure 2.1, which was reflected in systematic changes of the fitted band characteristics $A$, $B$, $C$, and band width (BW), Figure 2.2. These changes were quite consistent with those expected for plasma density. For example, the echo band was moving to
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further ranges during the night while density expected from IRI model was decreasing, Figures 2.1e–2.1h. Similarly, the amplitude of range variations $A$ and average position $C$ of the echo band exhibited seasonal and solar cycle variations consistent with those expected for densities, Figures 2.2a and 2.2c.

Another novel aspect of the current study was a comprehensive set of ray tracing simulations that was conducted using IRI densities. In general, the diurnal and seasonal variations were very similar between simulations (red line in Figures 2.1e–2.1h) and observations (white lines). One important exception was observed during the night near equinoxes. No orthogonality was predicted by model simulations, whereas a significant (albeit reduced) amount of backscatter was observed, Figures 2.1a and 2.1c. That is, an occurrence gap (i.e. no backscatter) similar to what was observed in austral winter (Figure 2.1b) was expected but not observed.

This result is significant as it implies a considerable additional source of density as compared with IRI outputs. This density would provide additional refraction and bring backscatter to orthogonality at the ranges consistent with the occurrence model. This prompts an important question about the origin of this source. An improved agreement between the observed and IRI modeled densities has been recently reported during periods of solar production-dominated dynamics for both URSI and CCIR options [Themens et al., 2014]. The increased errors during periods of little solar-driven production were attributed to transport processes [Themens et al., 2014]. Following the same idea, a reasonable assumption is that additional density implied by our observations was transported from somewhere else. Several phenomena may be responsible for this including polar patches [Weber et al., 1984], Sun-aligned arcs [Valladares et al., 1994], and storm-enhanced densities [Foster, 1993]. The polar patches in particular are known to travel long distances across the polar cap and even well into the nightside auroral zone [Moen et al., 2007; Oksavik et al., 2010]. Some support for the polar patches as a feasible source for the plasma density also comes from the density measurements presented below.

Direct density measurements at a comparable temporal resolution were not available near MCM during the period under investigation, but more insights can be obtained from observations in the conjugate northern polar cap. Figure 2.6 shows an example of conjugate measurements during two selected events that fall within the equinoctial period of Figure 2.1a. Shown are IMF $B_y$ and $B_z$ components, Figure 2.6a, MCM line-of-sight velocity in beam 14 versus UT and range, Figure 2.6b, RKN velocity in nominally-conjugate
Figure 2.6. An example of conjugate observations of patchy backscatter
Conjugate measurements for two selected events on (a–d) March 14, 2010 and (e–h) April 6, 2010. Shown are the IMF $B_y$ (blue) and $B_z$ (red) components (Figures 2.6a and 2.6e), MCM line-of-sight velocity versus UT and slant range in beam 14 (Figures 2.6b and 2.6f), RKN velocity in beam 4 (Figure 2.6c and 2.6g), and RISR-N electron density versus UT and altitude (Figure 2.6d and 2.6h). The color bar is the same for Figures 2.6b, 2.6f, 2.6c, and 2.6g and is given to the right of Figure 2.6f.

beam 4, Figure 2.6c, and northern face of the Resolute Bay incoherent scatter radar (RISR-N) measurements of electron density versus UT and altitude, Figure 2.6d, on March 14, 2010. Figures 2.6e–2.6h present the same information but for a second event on April 6, 2010.

Figure 2.6b shows an echo band that fits well with the average pattern of Figure 2.1a (note more limited ranges for Figure 2.6). This is a clear example of persistent backscatter at MCM where echoes are present throughout the entire day with only range changing in agreement with the model of Equation (2.1). In contrast, Figure 2.6f shows an example of
"patchy backscatter" at MCM, particularly after 12 UT. The range variation is still roughly consistent with the model.

The backscatter patches move away from MCM in Figure 2.6b. For example, the patch near 17 UT moved by ~700 km in ~20-min, which translates into ~600 m/s velocity. This is consistent with the Doppler velocity measured by MCM within the patch (dark blue colors). Similar consistency between the patch drift and plasma convection velocities was observed by Bristow et al. [2011] using MCM observations and, more recently, by Makarevich et al. [2015] using direct observations of 2D convection velocity and density enhancements by RISR-N in the northern polar cap. This implies that polar patches tend to move with the background convection, at least deep within the polar cap.

In Figure 2.6c, the RKN backscatter pattern looks similar if one accounts for a ~12-h shift in UT between daytime and nighttime observations. Thus, nighttime echoes are observed by RKN near 08 UT during the first event (it is daytime at MCM) and they are more persistent. The daytime echoes are seen by RKN at closer ranges near 18 UT and they are also persistent, similar to MCM daytime echoes near 08 UT. During the second event, very few nighttime echoes are observed by RKN and those that are seen (near 02 UT) are quite patchy.

The key information about density is provided by RISR-N observations, Figures 2.6d and 2.6h. A diurnal variation is evident on both days, with a broad nighttime minimum centered near 06-08 UT and a maximum centered at 18-20 UT. Significant perturbations on a background of this diurnal variation are also evident, e.g. relatively large densities near 06 UT at 300 km in Figure 2.6d. These perturbations agree quite well with RKN observations in that when densities are enhanced so is backscatter. For example, lower densities are seen near 09 UT and this corresponds to a gap in echoes at 1600 km. Nighttime perturbations are weaker during the second event and this is a probable cause for absence of echoes during the night. Nighttime perturbations are also quite patchy in appearance for both events. The magnitude of perturbations is also comparable with background daytime densities observed at later UT. The RISR-N observations are thus consistent with polar patches being additional source of nighttime densities.

The IMF information presented in Figures 2.6a and 2.6b also provides a clue into what conditions are associated with patchy backscatter. When IMF is relatively stable on a time scale of ~20 min, as is the case in the first event, backscatter is persistent. When IMF exhibits strong perturbations in $B_y$ with a period of ~10 min, as is near 16 UT in the second
event, nighttime backscatter is patchy. Daytime backscatter seen by RKN during the same interval does not seem to be affected, i.e. it is still persistent. Again, this is supportive of the polar patch scenario. In this scenario, polar patches contribute to the nighttime densities and the present MCM observations in context of ray tracing simulations suggest that they do on a regular basis.

2.5.2 F Region Irregularities: Suppression and Enhancement by Sunlight

The two ideas about the role of solar illumination refer to (1) backscatter suppression through smoothing of density gradients that are needed for GDI [Ruohoniemi and Greensward, 1997; Koustov et al., 2004] and (2) backscatter enhancement by more favorable propagation conditions [Bristow et al., 2011; Koustov et al., 2014]. In this section it is argued that these two ideas are not necessarily mutually exclusive and that both processes probably occur even in the same latitudinal domain.

Figure 2.7 summarized observations and model results related to this issue for year 2010. It presents MCM backscatter occurrence, Figure 2.7a, MCM backscatter range $R(t)$, Figure 2.7 b, model $N_m F_2$, Figure 2.7c, and SZA, Figure 2.7. Figures 2.7a and 2.7b are the same as Figures 2.3d and 2.3h except that here 10-day (rather than monthly) occurrence averages are used and 5 x 5 window smoothing applied for occurrence. Figures 2.7c and 2.7d are remarkably similar in their contour patterns; one panel is an inversion of the other one, as expected for model $N_m F_2$ that is mostly SZA-controlled. Figure 2.7b (range) is also very similar to both, although here minima (darkest blue) are somewhat shifted in season from SZA minima/$N_m F_2$ maxima. This is not surprising since range variation represents changing propagation conditions and is mostly due to ionization locally-produced by the Sun.

The MCM occurrence shown in Figure 2.7a is also similar to other three panels for nighttime observations (deep occurrence minimum represented by blue colors in Figure 2.7a). However, there are both similarities and differences in daytime observations. Backscatter is enhanced in the dusk and dawn sectors (yellow and orange contours between 00 and 12 UT in Figure 2.7a). This is when density is also enhanced as compared to nighttime in Figure 2.7c due to some illumination at SZAs of 70°–90° in Figure 2.7d. However, backscatter suppression by sunlight is also evident as a secondary occurrence
Figure 2.7. Summary of annual and diurnal variations
Contour plots of the (a) average occurrence within the band, (b) band range, (c) model peak F-region electron density ($N_mF_2$) and (d) solar zenith angle (SZA) versus UT and month in 2010. Color bars are given to the right. The white rectangle at the bottom of each panel is due to no data available in January 2010.

minimum at 02 UT in austral summer coincides with the main $N_mF_2$ maximum/SZA minimum. Thus both effects/processes contribute to occurrence patterns.

A different view of occurrence dependencies on $N_mF_2$, SZA, and $N_mE$ was offered in Figure 2.4 in a more explicit form. The range and occurrence dependencies were found to be quite different, which, as discussed above, indicates that propagation effects are not dominant in occurrence variations. This is in contrast with the previous study by Kane et al. [2012] that conducted separate analyses for night- and daytime observations. The current approach resulted in a single and well-defined pattern that has a clear occurrence peak near a SZA of 90°, i.e. near the solar terminator. This is also in contrast with previous studies where a qualitative agreement was observed between contours of constant
occurrence and SZA [Kane et al., 2012; Ghezelbash et al., 2014b]. Occurrence decreases on both sides of SZA of 90° but most likely for different reasons.

A decrease at smaller SZA is consistent with the idea of sunlight smoothing out gradients necessary for GDI to operate. An increase in $N_mE$ resulting in the perturbation electric fields being shorted out by the conducting $E$ layer may have also contributed. A decrease at larger SZA, on the other hand, is associated with a decreasing $N_mF_2$, increasing range, and stronger underrefraction effects. Importantly, however, not all of this decrease is due to stronger underrefraction. This is because range was increasing, but still well within the radar’s FoV, Figure 2.4a. That is, at the ranges where echoes were expected based on range trends, echoes were present but reduced in occurrence, Figure 2.1a and 2.1c. Thus an alternative explanation must be sought for an occurrence decrease at large SZA. This could be due the scattering cross-section being effectively proportional to the square of background density, a plasma-physical effect described by Makarevich and Bristow [2014]. In addition, the role of gradients near the solar terminator will also diminish.

A clear occurrence peak near the solar terminator is a strong indication of importance of large-scale gradients in production of small-scale irregularities. A traditional way of thinking about this disparity between scales is in terms of turbulent cascade from large-scale structures to smaller irregularities [Tsunoda, 1988]. In this process, large-scale structures can become unstable due to GDI and other structuring mechanisms and act as seeds for smaller-scale structures. The current observations thus indicate that large-scale density gradients associated with the solar terminator can be a significant source of seeding structures.

2.5.3 Irregularity Production in the IMF-Controlled Convection Environment

The current study has also presented the first investigation of indirect solar effects due to IMF variations on irregularity production in the polar cap. It is well established that IMF variations directly control many high-latitude phenomena including auroral electrojets [e.g. McPherron et al., 1988], plasma convection patterns [Heelis, 1984; Ruohoniemi and Greenwald, 1996; Ridley et al., 1998; Pettigrew et al., 2010] and occurrence of optical auroras [Østgaard et al., 2004]. In contrast, only two studies have investigated IMF control
of small-scale irregularity production and these focused on observations in the auroral $F$ region [Ballatore et al., 2001] and auroral $E$ region [Makarevich et al., 2012].

This study found no clear evidence on such a control in the dayside polar cap, Figure 2.5. On the nightside (12–24 UT), however, a clear pattern emerged where echo occurrence was enhanced for negative IMF $B_y$ and $B_z$, Figure 2.5. Interestingly, however, the IMF $B_z$ pattern was somewhat different from that of IMF $B_y$, Figure 2.5, and in fact less clearly defined. Nevertheless, occurrence was generally higher for more negative IMF $B_z$, Figure 2.5c. This result is consistent with the study by Ballatore et al. [2001] that also found higher occurrence for negative IMF $B_z$ in the auroral zone. The new and unexpected result of the current study was that IMF $B_y$ effects were more clearly defined in the occurrence of backscatter from the polar cap. Another new result of the current study was that the occurrence dependence on IMF was changing in a systematic way with UT on the nightside, Figures 2.5.

The echo occurrence dependence on IMF in general can be interpreted in context of IMF-controlled convection environment. High-latitude convection patterns are directly controlled by solar wind variations. Statistical convection patterns are derived from satellites and radars and are routinely parameterized by IMF $B_y$ and $B_z$ [Haaland et al., 2007; Pettigrew et al., 2010]. One mechanism through which IMF-controlled variations in convection may be responsible for changes in occurrence of plasma irregularities involves changing orientations between plasma density gradients $\mathbf{G}$ and convection velocity $\mathbf{V}_E$ vectors. GDI can more easily excite waves when a component $\mathbf{G} \cdot \mathbf{V}_E$ is more positive, with $\mathbf{G} \parallel \mathbf{V}_E$ being most favorable orientation [Keskinen and Ossakow, 1982; Makarevich, 2014]. IMF-controlled changes in $\mathbf{V}_E$ can thus potentially lead to changes in $\mathbf{G} \cdot \mathbf{V}_E$, which, in turn, will change GDI growth rate and occurrence of GDI-produced irregularities. This is a feasible basic scenario, although some questions still remain as to the extent of its contribution to the trends observed and reported here. For example, gradient scales must be relatively small for GDI to contribute to decameter-scale irregularity generation, with one widely-accepted possibility of large-scale gradient structures serving as seeds for small-scale structuring processes [Tsunoda, 1988]. In this context, the presented results suggest that time scales at which convection changes are shorter than those associated with breakup of large-scale structures and changes in prevalent gradient orientations at both large and small spatial scales. This is consistent with the idea of very fast propagation of
convection disturbances [Ridley et al., 1998; Ruohoniemi et al., 2002; Fiori et al., 2012; Taguchi et al., 2015].

One other mechanism through which the IMF can exert influence over echo occurrence rates is through its indirect control of geomagnetic substorms. It is well known that enhanced particle precipitation and convection electric fields during substorms can be a significant source for plasma structures in the auroral region [e.g. Tsunoda, 1988]. At decameter scales, however, propagation conditions appear to be a major limiting factor, with broad reductions in the echo occurrence rates observed in the nightside auroral zone [Wild and Grocott, 2008]. On the other hand, this is not the case in the polar cap, where no noticeable change in the echo occurrence is observed [Wild and Grocott, 2008, Figures 1 and 2]. The absence of noticeable occurrence dependence on geomagnetic activity represented by PCS, Figure 2.5c, is possibly related with that. Thus, IMF effects are most likely to be observed in the echo occurrence through its control of the convection environment as described above.

2.6 Summary and Conclusions
Statistical analysis of backscatter from small-scale plasma irregularities observed by the SuperDARN McMurdo radar in the southern polar cap indicate that solar control of small-scale irregularity production in the polar cap is strong, multifaceted, and not restricted to the dayside. It exists in the form of (1) direct effects of local solar ionization that produce density gradients near the solar terminator and wipe out gradients on the dayside, (2) dayside ionization transported to the nightside as polar patches that routinely improve propagation conditions, and (3) solar wind variations that are responsible for changes in plasma convection and density gradient environment. Other important findings are as follows.

1. Backscatter location can be described reasonably well by using a simple model involving a cosine fit to diurnal variation in echo band position. The derived fit characteristics of the echo band display a clear pattern of diurnal, seasonal, and solar cycle changes that is very similar to those of the solar zenith angle and model peak F region density. The band range position is, therefore, strongly controlled by the local solar illumination conditions in the polar cap. On the nightside, however, a comparison between observations and model ray tracing simulations reveal a presence
of significant additional source of ionization. Conjugate observations of backscatter and density indicate that polar patches transported from the dayside are a viable source for this ionization.

2. Backscatter occurrence statistic exhibits evidence of both suppression and enhancement by sunlight, with a clear occurrence peak observed near the solar terminator. Suppression occurs at the largest SZA values observed and is consistent with diminishing role of gradients in irregularity production and increasing role of conducting $E$ layer. Enhancement by sunlight is mostly associated with more favorable propagation conditions at intermediate SZA values and large-scale gradients near the solar terminator possibly serving as seeds for further structuring processes.

3. Indirect control by the solar wind variations is limited to the nightside, with enhanced backscatter occurrence observed during intervals of negative IMF $B_y$ and $B_z$. The IMF control of small-scale irregularity production can occur through IMF-controlled variations in the high-latitude convection pattern that, in turn, lead to changes in mutual orientations between convection and prevalent gradient vectors, with plasma structuring favoring certain orientations.
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Chapter 3
A Modeling Study of Asymmetries in Plasma Irregularity Characteristics Near Gradient Reversals\(^1\)

3.1 Abstract
Asymmetries in plasma density irregularity generation between the leading and trailing edges of the large-scale plasma density structures in the high-latitude ionosphere are investigated. A model is developed that evaluates the gradient-drift instability (GDI) growth rate differences across the gradient reversal that is applicable at all propagation directions and for the broad range of altitudes spanning the entire lower ionosphere. In particular, the model describes asymmetries that would be observed by an oblique scanning radar near density structures in the polar cap such as elongated polar patches. The dependencies on the relative orientations between the directions of the gradient reversal, plasma convection, and wave propagation are examined at different altitudinal regions. At all altitudes, the largest asymmetries are expected for observations along the gradient reversals, e.g. when an elongated structure is oriented along the radar boresite. The convection direction that results in the strongest asymmetries exhibits a strong dependence on the altitude, with the optimal convection being parallel to the gradient reversal in the \(E\) region, perpendicular to it in the \(F\) region, and at some angle between these extremes in the transitional region. Implications for observations of polar patches by oblique scanning radars within the Super Dual Auroral Radar Network are discussed. It is demonstrated that the wave propagation direction relative to the prevalent convection and gradient directions plays a critical role in controlling both the irregularity growth rate and its asymmetries near gradient reversals.

3.2 Introduction
Plasma density structures in the high-latitude ionosphere range in size from a few centimeters to hundreds of kilometers. In the ionospheric \(F\) region, they typically move with the large-scale plasma convection, i.e. their phase velocity is the \(E \times B\) drift velocity. Observations of large-scale density structures in the polar cap ionosphere such as polar patches and sun-aligned arcs have shown some asymmetry in the small-scale irregularity

characteristics between their leading and trailing edges [e.g. Weber et al., 1984]. In general, trailing edges exhibit stronger structuring, which is often interpreted in terms of more favorable conditions for the gradient-drift instability (GDI) along the trailing edge [Weber et al., 1984; Milan et al., 2002; Koustov et al., 2012; Moen et al., 2012].

The GDI growth rate is generally dependent on the relative directions of the background density gradient vector $\nabla n_0$ and the convection electric field $E$ or, equivalently, the convection velocity $V_e = E \times B / B^2$. It is widely accepted that the maximum GDI growth rate in the $F$ region occurs when the density gradient $\nabla n_0$ is parallel to the convection drift velocity $V_E$ [Keskinen and Ossakow, 1982], while in the $E$ region the maximum occurs when $\nabla n_0 \parallel E$. An analytic expression for the GDI growth rate in the $F$ region has been derived in numerous studies, with most of these derivations considering a particular subset of mutual orientations between $\nabla n_0$, $V_E$, and the wave vector $k$. This typically results in the upper limit of the GDI growth rate of $\gamma = V_E / L$, where $L$ is a characteristic gradient scale length defined through $L^{-1} = |\nabla n_0| / n_0$. More general vector configurations and growth rate expressions in the $F$ region have also been considered [Keskinen and Ossakow, 1982; Makarevich, 2014], but their implications for studying the asymmetries between leading and trailing edges of large-scale structures have not been investigated. Further, it has been demonstrated recently that the GDI growth rate patterns change dramatically between the $E$ and $F$ regions [Makarevich, 2014]. This means that one expects different signatures of small-scale irregularities and their asymmetries near large-scale structures at different altitudinal regions.

Oblique-sounding coherent radars within the Super Dual Auroral Radar Network (SuperDARN) routinely detect small-scale irregularities in a broad range of altitudes and directions [Chisham et al., 2007]. Importantly, both $E$ and $F$ region irregularities are observed by the same radar [e.g. recent papers by Lamarche and Makarevich, 2015; Forsythe and Makarevich, 2015] and measurements of the background convection velocity $V_E$ are routinely derived from $F$-region observations. In addition to their ability to observe large-scale structures in context of background plasma convection, SuperDARN radars provided important observational evidence in support of the GDI mechanism being responsible for the irregularity formation and asymmetries near gradient reversals [Milan et al., 2002; Koustov et al., 2012]. Because these radars sample a particular range of the wave vector directions $k$, the issue of the growth rate dependence on $k$ is of critical importance. In particular, it is largely unknown if there are specific $k$ directions or, equivalently,
specific radar orientations that are more favorable for observing large-scale ionospheric structures and asymmetries between their leading and trailing edges.

The aim of this study is to investigate the asymmetries between the GDI growth rates near gradient reversals that often occur in the vicinity of large-scale density structures. The specific objectives are to (1) develop a quantitative approach for comparing the growth rates on either side of the structure, (2) analyze how the growth rates and asymmetries change for different orientations of the background density gradient and convection velocity and determine if there is an optimal radar orientation for which the asymmetry is the strongest, and (3) investigate how the growth rate and asymmetries change between the ionospheric E and F layers.

3.3 Modeling of Growth Rates within Radar’s Field-of-View

In this study, we investigate behavior of the GDI growth rate within the field-of-view (FoV) of an oblique scanning radar with a particular focus on asymmetries between the leading and trailing edges of large-scale density structures in the ionosphere. Since growth rate exhibits a strong dependence on the altitude through its dependence on the ratio between the Hall to Pedersen conductivities $R = \sigma_H/\sigma_P$ [Makarevich, 2014], it is important to understand and model altitudinal dependencies of related parameters.

Figure 3.1a presents altitudinal dependencies of several parameters of interest. Shown are the ratios of collision frequencies and gyrofrequencies for electrons $-r_e = v_e/|\Omega_e|$ (blue) and ions $r_i = v_i/\Omega_i$ (green), the anisotropy parameter $\psi = -r_i r_e$ (pink), and the conductivity ratio $R = \sigma_H/\sigma_P = (r_i + r_e)/(1 + \psi)$ (dashed black line on top of the green one). The above notations are the same as in the recent study by Makarevich [2014], where the electrons gyrofrequency $\Omega_e = -|e|B/m_e$ and the ratio $r_e = v_e/\Omega_e$ are negative, while other quantities of interest are positive. The x axis in Figure 3.1a does not have any units since all presented parameters are dimensionless quantities.

The collision frequencies used to calculate these parameters were derived from atmospheric neutral densities found from the Mass Spectrometer - Incoherent Scatter Extended (MSISE) model. Standard expressions for collision frequencies given by Schunk and Nagy [1978] were used. MSISE-90 is an empirical model of the densities and temperatures of neutral species in the Earth’s atmosphere [Hedin, 1991]. For this study, the neutral densities were found for February 15, 2014 at 20 UT at McMurdo station, Antarctica (77.88°S,
166.73°E, geographic), however the parameters considered are expected to be relatively stable so this selection does not constrain the results.

We develop a model that is based on a typical observational geometry of individual SuperDARN radars. Each radar within SuperDARN scans through 16 look directions (radar beams) separated by 3.25° in azimuth and receives returns from 75–100 range gates separated by 45 km [Chisham et al., 2007]. For an oblique-sounding radar like SuperDARN, different range gates refer to different altitudes, with a virtual height model normally used to characterize this altitudinal dependence of the radar scattering volume as a function of the slant range. Figure 3.1b shows the standard SuperDARN virtual height model [Chisham et al., 2008]. The ranges where the beam is within the E region (red), F region (blue), and transitional region (green) are indicated. The virtual height model assumes a particular height depending on the slant range. The model is based on where the signal is typically coming from for any given range. In the standard model the virtual height is constant throughout the E and F regions, but changes rapidly in the transitional region between 600 km and 800 km as shown in Figure 3.1b. For individual observations in each beam, the height variations will be more gradual, but on average it is represented well by the model shown in Figure 3.1b. A revised virtual height model in which virtual height changes with slant range has also been developed [Chisham et al., 2008], but since in the current study we were interested in the differences between the E and F region behavior (rather than small differences within each region), a standard virtual height model has been used.

Figure 3.1c presents a typical observational geometry in the horizontal plane. Here we show a FoV of the radar at McMurdo Antarctic station with the geographic South Pole located to the left and down of panel (c) (in the center of concentric circles that show geographic parallels). The same model can be used for any SuperDARN radar in exactly the same way, with the only reason why McMurdo radar is presented here being that this radar often observes large-scale structures that are of interest to this study [Bristow et al., 2011; Lamarche and Makarevich, 2015]. Other high-latitude radars in the network also observe these structures including the Hankasalmi [Milan et al., 2002] and Rankin Inlet [Koustov et al., 2012] radars in the northern hemisphere and the present results can be also used to interpret these observations.

Figure 3.1c presents a fan plot of the McMurdo radar’s FoV with a large-scale structure across the FoV (thick white line). It it assumed that the field of gradient vectors $G =$
Figure 3.1. Overview of altitudinal variations and model setup of MCM
(a) Altitudinal variations of parameters of interest. Shown are the ratios of collision frequencies and gyrofrequencies for electrons $-r_e = v_e/|\Omega_e|$ (blue) and ions $r_i = v_i/\Omega_i$ (green), the anisotropy parameter $\psi = -r_i r_e$ (pink), and the conductivity ratio $R = \sigma_H/\sigma_P = (r_i + r_e)/(1 + \psi)$ (dashed black line on top of the green one). (b) Virtual height of radar scattering volume versus the slant range. The areas shaded with red, green, and blue color refer to the $E$ region, transitional region, and $F$ region, respectively. (c) Geometry of observations and the gradient-drift instability (GDI) growth rate pattern in the radar’s field-of-view (FoV). The plasma density gradient reversal is shown by the the heavy white line. The gradient vectors $\mathbf{G} = \nabla n_0/n_0$ point towards the reversal in all points within the FoV as shown by representative pink vectors. Also shown are the angle $\theta$ between the gradient reversal and the horizontal axis (dashed black line), the angle $\phi$ between the convection velocity direction $\mathbf{v}_c$ (red arrow) and the horizontal axis. The electric field $\mathbf{E}$ and the wave vector $\mathbf{k}$ are shown by the green and yellow arrows, respectively. The normalized GDI growth rate at every cell in the radar’s FoV was calculated and the radar cells are colored accordingly, with the color bar shown in the bottom-right corner. The $E$ region, transitional region, and $F$ region are outlined in red, green, and blue, respectively.
\( \nabla n_0/n_0 \) is uniform in magnitude, with directions always pointing towards the structure throughout the FoV. In other words, the direction of the density gradient reverses at this structure, which will be referred to as the gradient reversal for the remainder of this paper. An example of a structure near which such a reversal may occur is a sun-aligned arc. Three representative pairs of the gradient vector \( \mathbf{G} \) are shown with pink arrows.

In order to quantify effects due to different structure orientations and motion directions, two angles were used. The first angle describes the structure orientation relative to the radar. This is the angle \( \theta \) between the gradient reversal direction and the direction perpendicular to the boresite (FoV center direction); this perpendicular direction is shown by the dashed horizontal line in Figure 3.1c. The second angle \( \phi \) is the angle between the structure drift velocity (red vector in Figure 3.1c) and the dashed horizontal line. Since these structures tend to move with the background convection velocity [Makarevich et al., 2015], this drift velocity is simply \( \mathbf{V}_E = \mathbf{E} \times \mathbf{B}/B^2 \). The leading and trailing edges of the structure are determined by the direction of \( \mathbf{V}_E \). The direction of the electric field \( \mathbf{E} \) (green vector) is also defined by \( \phi \) because \( \mathbf{E} \) is perpendicular to \( \mathbf{V}_E \). The magnetic field, \( \mathbf{B} \), is assumed to be straight out of the page, which is approximately consistent with the orientation of the Earth’s magnetic field in the southern polar cap and so \( \mathbf{E} \) is simply rotated counterclockwise by 90° from \( \mathbf{V}_E \). The direction of the wave vector \( \mathbf{k} \) (yellow vector) is determined by the location of the point within the radar FoV, as \( \mathbf{k} \) will be opposite to the direction of the radar beam.

Finally, the GDI growth rates were found for each radar beam-range cell as follows. The location and height of the center of each radar cell was found with a standard positioning method utilizing virtual heights shown in Figure 3.1b. The height was used to find the value of the conductivity ratio \( R \) using information presented in Figure 3.1a. Using these quantities, the GDI growth rate at any point within the radar FoV can be calculated [Makarevich, 2014, eqn. 18] using

\[
\gamma = \frac{GV_E}{1 + \psi} \left( \hat{k} \cdot \hat{b} \times \hat{g} \right) \left( \hat{k} \cdot \hat{e} - R \hat{k} \cdot \hat{b} \right) = \frac{GV_E}{1 + \psi} \gamma. \tag{3.1}
\]

Here, \( \hat{k} \), \( \hat{b} \), \( \hat{g} \), and \( \hat{e} \) represent unit vectors in the direction of the wave vector \( \mathbf{k} \), magnetic field \( \mathbf{B} \), density gradient \( \mathbf{G} \), and electric field \( \mathbf{E} \), respectively. The quantity \( GV_E \) will be the same for all vector orientations and heights. The anisotropy parameter \( \psi \) will change at different heights, but it is always small relative to 1, Figure 3.1a, so its effect is minimal. Since this study focuses primarily on different relative orientations of the gradient and
convection directions and altitude regimes, it is convenient to use a normalized growth rate $\gamma'$. For the remainder of this paper, the GDI growth rate will refer to the normalized growth rate $\gamma'$ in arbitrary units, with the prime symbol omitted for brevity.

Each radar cell in Figure 3.1c is color-coded in the GDI growth rate at its center, with the color bar given in the bottom-right corner of Figure 3.1c. On the left side of the radar FoV, the growth rate is positive on the leading edge of the gradient reversal and negative on the trailing edge, but both are very close to zero. Conversely, the growth rate is negative on the leading edge and positive on the trailing edge on the right side of the FoV. In addition, both the negative and positive values are much larger ($\sim \mp 0.5$) than on the left side. For this presentation, a gradient field that is uniform in magnitude was assumed; this was done to illustrate the most salient features of the GDI growth rate pattern and in particular effects due to variations in direction and altitude. In practice, the gradient magnitude will also change depending on the distance from the structure, but the directional and altitudinal effects in asymmetries will be the same. This is further examined in Section 3.4 where a more realistic approach is employed. The important common features are that the GDI growth rate and its asymmetries are strongly dependent on the altitude and direction of observations. The direction of observation is directly related to the wave propagation direction since for every beam the radar samples a narrow range of propagation directions. The present study has considered a dependence on the observational direction, but an alternative presentation of the same effect is to consider a fixed scattering volume with variable propagation directions. This alternate presentation has been shown in Makarevich [2014], their figure 1 and figure 2. These figures show the GDI growth rate in all wavevector directions for set gradient and drift velocity directions for the $E$ and $F$ regions, respectively.

Figure 3.1c presented the growth rate pattern for one particular orientation of the gradient reversal and plasma convection. Figure 3.2 presents the same analysis for four different orientations and locations of the gradient reversal. In all cases, the convection direction is assumed to be perpendicular to the gradient reversal direction ($\phi - \theta = 90^\circ$). This is because large-scale structures, such as polar patches tend to drift perpendicular to their elongation direction [Makarevitch et al., 2004; Makarevitch et al., 2015]. This requirement was convenient for presenting different growth rate patterns, but will be relaxed later in this study.
Figure 3.2a shows a gradient reversal through the center of the F-region portion of the FoV that is perpendicular to the boresite ($\theta = 0^\circ$). The growth rate on both sides of the gradient reversal is small (close to zero), but it is slightly negative on the leading edge and slightly positive on the trailing edge. This difference is more evident near the edge beams of the FoV. In the transitional region, the growth rate is again close to zero near the boresite, but increases to $\sim 0.7$ on either edge of the beam. The E region shows a completely different pattern, where the growth rate is negative on the left side and smoothly transitions to positive on the right side. In addition, the most extreme values for growth rate in the E region are above $\pm 1.0$, i.e. much higher than what is observed in the F region.

Figure 3.2b shows an inclined gradient reversal through the FoV in the F region ($\theta = 40^\circ$). Again, the growth rate is negative on the leading edge and positive on the trailing edge, but the difference is much more dramatic. The growth rate depends on $k$, so the magnitude of difference across the reversal again changes for different beams. This results in a much greater contrast in the growth rate in the right side of the FoV. The normalized growth rate is $-0.7$ on the leading edge and $+0.7$ on the trailing edge. This is in contrast with the difference on the FoV left side where the values are only $\sim \mp 0.1$. The transitional region shows a similar pattern with lower positive values on the left side and growth rate above 1.0 on the right side. The growth rate is above 1.0 throughout the E region as well.

Figure 3.2c presents the same configuration as Figure 3.2a, except that a gradient reversal is centered in the transitional region. Similar to Figure 3.2a, the growth rate is close to zero on both sizes of the reversal in the center of the radar FoV. However, there are more extreme values ($\sim \mp 0.5$) near the edge beams. Figure 3.2d shows an inclined gradient reversal in the transitional region. The growth rate difference across the gradient is again more extreme further away from the boresite. Overall, this analysis demonstrated that both the gradient reversal orientation and its position in the FoV are important in controlling the asymmetries between the leading and trailing edges.

3.4 Modeling of Growth Rate Differences Across the Gradient Reversal

In order to quantify the above-noted differences in the growth rate for different orientations of the gradient reversal, the average change in the growth rate across the reversal $\Delta \gamma_{avg}$ was found for any general configuration of the gradient reversal and the convection direction. The approach presented in Figures 3.1c and 3.2 was useful for presenting and
The GDI growth rate within the radar’s FoV for four cases of gradient reversal orientation and position (white line). In all cases, the convection direction \( \mathbf{V}_E \) (red arrow) is perpendicular to the gradient reversal direction. The orientation of the vectors \( \mathbf{G}, \mathbf{V}_E, \mathbf{E}, \) and \( \mathbf{k} \) are shown in each panel, using the same colors as in Figure 3.1c. The GDI growth rate at each radar cell is given by the cell color, with the color bar given in the bottom-left corner of panel (a). Panels (a) and (b) show a gradient reversal centered in the \( F \) region, while panels (c) and (d) show the reversal in the transitional region. The angles \( \theta \) and \( \phi \) (as defined in Figure 3.1c) are also given in the bottom-right corner of each panel.
emphasizing general spatial patterns in the growth rate. In this section, we employ two new methods that are more robust, independent of the way the the radar FoV is divided into beam-range cells, and more suitable for evaluating the growth rate differences in the vicinity of large-scale structures. These two new methods are described below.

3.4.1 Numerical Method

In the first method, evenly spaced points were selected along the gradient reversal within the radar FoV. These points did not necessarily correspond to real range gates or beams used in the standard SuperDARN radar configuration. A virtual radar beam was constructed that intersected each point. From this, the virtual slant range and beam azimuth were found, which were used to find the wave vector k and the height corresponding to that point. The growth rates on opposite sides of the gradient reversal were found as follows. For the leading edge, the gradient vector G is set to be perpendicular to the gradient reversal and in a direction such that the component of \( \mathbf{V_E} \) along G is negative, i.e. \( \mathbf{V_E} \cdot \mathbf{G} < 0 \). For the trailing edge, the opposite direction is selected such that \( \mathbf{V_E} \cdot \mathbf{G} > 0 \). These two cases can be thought of as the limiting cases when two points on either side of the reversal are both moved towards the reversal until they are both colocated on it. The GDI growth rate for both cases can then be calculated using Eq. (3.1) as described above. The difference in growth rate across the reversal, \( \Delta \gamma \), can then be found by subtracting the trailing edge case from the leading edge case. The average difference in growth rate across the reversal for the entire FoV, \( \Delta \gamma_{\text{avg}} \), can be found by averaging \( \Delta \gamma \) of every point initially considered along the gradient reversal.

3.4.2 Analytic Method

An alternative approach is to develop an analytic expression for \( \Delta \gamma_{\text{avg}} \) for any general direction of the gradient reversal \( \theta \) and convection \( \phi \) as described in Appendix 3.A. The result is

\[
\Delta \gamma_{\text{avg}} = H(\theta, \phi) \left[ \sin(\phi - \theta) - C \sin(\phi + \theta) + R (\cos(\phi - \theta) - C \cos(\phi + \theta)) \right],
\]

with

\[
H(\theta, \phi) = \Theta(\phi - \theta + \pi) - \Theta(\theta - \phi - \pi) + 2 \Theta(\phi - \theta - \pi) - 2 \Theta(\phi - \theta),
\]
function Θ being the Heaviside step function, and C = 0.87 for SuperDARN observations, Appendix 3.A. This expression can be readily used to compute Δγ_{avg} for any given combination of θ and φ. One limitation of this expression is, however, that it can only be applied when the conductivity ratio R is approximately constant, i.e. in the E region or in the F region, but not in the transitional region.

3.4.3 General Vector Orientations

The two methods for finding the average difference in the GDI growth rate across the gradient reversal can now be employed to characterize different orientations. In this section, we consider a more general case of different relative orientations of the gradient reversal and the convection direction, not necessarily restricted to the case of θ − φ = 90° that was considered in Section 3.3. In other words, we consider all possible differences θ − φ.

Figure 3.3 examines the growth rate difference across the gradient reversal for 4 selected angle differences θ − φ as indicated in the top-right corner of each panel. In each case, the average growth rate difference, notated simply by Δγ for the remainder of this paper, is calculated for different θ values from 0° to 360°. In each plot, the convection direction φ changes with θ so that their difference remains constant. The average growth rate difference is shown on the y axis in arbitrary units. The numerical method results, Section 3.4.1, are shown for the averages (solid lines) and standard deviations (shaded regions). The blue and red curves correspond to the E- and F-region cases. The analytic method results, Section 3.4.2, are also presented for the expected average differences (dashed lines). Because the growth rate difference is calculated by subtracting the trailing edge γ from the leading edge γ, negative Δγ indicates larger instability growth on the trailing edge than the leading edge. In addition, large Δγ (either positive or negative) indicates a strong contrast between the two sides of the gradient reversal.

Figure 3.3a shows a case of φ − θ = 0°, i.e. the case when the convection direction is parallel to the gradient reversal. This corresponds to \( \mathbf{V}_E \perp \mathbf{G} \) or \( \mathbf{E} \parallel \mathbf{G} \) on the trailing edge, which is the condition for most favorable gradient orientation in the E region [Makarevich, 2014]. The growth rate difference in the E region (red) is negative at all gradient reversal directions θ and it changes with θ in a sinusoidal fashion. It has the lowest Δγ minimum values observed out of all 4 cases (≈ −10 at 90° and 270°). The average growth rate difference for the F region (blue) also shows a periodic behavior with θ; it is positive for
Figure 3.3. GDI growth rates for set angle between $V_E$ and $G$

The difference in the GDI growth rate across the gradient reversal for four selected angles between the reversal and convection direction. The gradient reversal direction $\theta$ is on the $x$-axis and the average growth rate difference across the reversal $\Delta \gamma$ is on the $y$-axis for each panel. The difference between $\phi$ and $\theta$ is given in the top-right corner of each plot. The difference in the average growth rate $\Delta \gamma$ computed using a numerical approach (see text for details) is shown by the solid lines, with the shaded regions representing the standard deviation. The dashed lines show the behavior of $\Delta \gamma$ calculated using an analytic expression. The trends for both the $E$-region (red) and $F$-region (blue) cases are shown in each panel.
0°–90° and 180°–270° and negative for all other angles. The amplitude of oscillations is much smaller than in the E region. The segments where Δγ > 0 correspond to the growth rate on the leading edge exceeding that on the trailing edge. However, Δγ ≈ 1 and Δγ ≈ −1 are the maximum and minimum values, respectively, so the contrast across the gradient reversal is relatively small regardless of whether the leading or trailing edge has the greater growth rate. The important conclusion from this analysis is that the contrast or the asymmetry magnitude depends strongly on the structure orientation angle θ, which confirms the previous results based on two angles θ only, Figures 3.2a and b.

Figures 3.3b and 3.3c present the same analysis, but with a set angle of 30° and 60°, respectively, between the gradient reversal and the convection direction. These show the gradual transition between the extreme cases of the convection direction parallel to the gradient reversal, Figure 3.3a, and the convection direction perpendicular to the reversal, Figure 3.3d. The general E-region pattern starts to move towards more positive values and the F-region pattern moves towards more negative values. The location of the peaks in growth rate difference changes as well. For the E region, the location of the lowest Δγ moves gradually from θ ≈ 90°, 270° when φ − θ = 0° to θ ≈ 45°, 225° when φ − θ = 90°. Similarly, for the F region, the location of the lowest Δγ moves from θ ≈ 135°, 315° to θ ≈ 90°, 270° between these two situations.

Figure 3.3d shows the case when the convection direction is perpendicular to the gradient reversal, which corresponds to \( V_E \parallel G \). From previous studies, this is the condition where the growth rate on the trailing edge is the greatest in the F region. Similar to Figure 3.3a, the growth rate difference in Figure 3.3d for the F region (blue) is negative for all directions of the gradient reversal and has the lowest values observed for the F region (≈ −2) at 90° and 270°. This corresponds to the largest contrast between the leading and trailing edge of the structure. Thus the largest difference is observed when the growth rate peaks. This only true however for the largest difference, i.e. at a particular θ value where this largest magnitude is found. For other θ values, the difference may be larger or smaller than at other values of φ − θ. The E-region (red) extreme values (maximum Δγ ≈ 4 and minimum Δγ ≈ −6) have the lowest magnitude out of all 4 cases shown in panels (a)–(d). This indicates that the contrast in the E region is the smallest for this particular orientation, although it is still much larger than that observed in the F region.

Throughout all 4 cases, there are several common features. The amplitude of variations of the growth rate difference in the F region is consistently much less than that in
the $E$ region. Generally, there is very good agreement between the numerical method and the analytic method in both the $E$ and $F$ regions. Typically, the results from the analytic method fall well within one standard deviation of the numerical method. The exceptions to this occur when $\theta$ is $90^\circ$ or $270^\circ$. The discrepancy in the results in these locations is due to the fact that the two methods have some inherent differences. In these cases, the gradient reversal structure passes through the radar FoV along its boresite or central beam, so only points along that line (and that azimuth) are considered for the numerical approach, while the whole range of azimuths in the analytic approach is still integrated over. For most gradient reversal orientations, however, this difference is negligible.

The analysis presented in Figure 3.3 can be extended to include any arbitrary orientation between the gradient reversal and convection direction by allowing $\phi$ and $\theta$ to vary independently. Both the numerical method and the analytical method can be used to find the average difference in growth rate for any direction of the gradient reversal and plasma convection in the $E$ and $F$ regions. Figure 3.4 presents the results of this analysis in the form of contour plots of the growth rate difference $\Delta \gamma$ versus angles $\theta$ and $\phi$. Figures 3.4a and 3.4b show the results of the analytic method in the $E$ and $F$ regions, respectively. The remaining 4 panels show the results from the numerical method in (c) the $E$ region, (d) the $F$ region, (e) transitional region, and (f) all regions combined. With exception of Figure 3.4e, different values of $\Delta \gamma$ along the gradient reversal were included in the averaging only for the points with specified virtual heights, e.g. 115 km for Figure 3.4c. In Figure 3.4f, all points along the gradient reversal within the FoV were considered.

The discontinuities in $\Delta \gamma$ that occur on diagonal lines $\phi = \theta$, $\phi = \theta + 180^\circ$, $\phi = \theta - 180^\circ$ are due to the fact that the convection velocity vector crosses the gradient reversal at these points and the leading and trailing edges of the gradient reversal switch. This feature is common in all panels in Figure 3.4. On these discontinuities, the $\Delta \gamma$ values always switch their sign, but their magnitude is the same on both sides of the discontinuity. An alternative presentation would be to only show magnitude, but the current version also presents information about the sign and the sense of the change, which is also useful.

Figure 3.4a shows the average growth rate difference across the gradient reversal found by the analytic method in the $E$ region. The same information but for 4 specific cases of $\phi - \theta$ were shown in Figure 3.3. Specifically, each dashed red line in Figure 3.3 represents one diagonal cross section in Figure 3.4a. For example, the red dashed line in Figure 3.3a refers to the main diagonal line $\phi = \theta$ and the red dashed line in Figure
Figure 3.4. GDI growth rates for arbitrary angle between $\mathbf{V}_E$ and $\mathbf{G}$

Contour plots of the growth rate difference $\Delta \gamma$ versus the two angles of interest. The direction of the gradient reversal $\theta$ is on the x-axis and the convection direction $\phi$ is on the y-axis. The color bar is given to the right. Panels (a) and (b) show the results using an analytic approach in the $E$ and $F$ regions, respectively. Panels (c)–(f) show the results using a numerical approach in the $E$, $F$, transitional, and all regions, respectively. The dashed black and white line in panels (c) and (f) indicates the average value of the conductivity ratio $R$ along the gradient reversal for different angles $\theta$ in the transitional region and all regions, respectively. The scale for $R$ is shown on the right of panels (c) and (f).
3.3d refers to the line $\phi = \theta + 90^\circ$. The peak magnitudes in $\Delta \gamma$ occur at $\theta = 90^\circ, 270^\circ$ and $\phi = 90^\circ, 270^\circ$. This agrees with what is shown in Figure 3.3a. Physically, this means that the largest contrast in growth rate across the gradient reversal occurs when the reversal is passing through the radar FoV along the boresite and convection is parallel or antiparallel to the reversal. The lowest magnitudes of $\Delta \gamma$ occur approximately at the lines $\theta = 0^\circ$, $\theta = 180^\circ$, $\phi = 0^\circ$, and $\phi = 180^\circ$. At these locations the difference is close to zero (green color). This means that contrast in the growth rate is the least if either the gradient reversal or the convection direction is perpendicular to the boresite.

Figure 3.4b presents the same information but for the F region. This refers to the blue dashed lines in Figure 3.3. In this case, the peak magnitudes in $\Delta \gamma$ occur at $\theta = 90^\circ, 270^\circ$ and $\phi = 0^\circ, 180^\circ$. This means that the greatest contrast in growth rate occurs when the gradient reversal is parallel to the boresite and the convection is perpendicular to it. The smallest magnitudes of $\Delta \gamma$ occur at the lines $\theta = 0^\circ$, $\theta = 180^\circ$, $\phi = 90^\circ$, and $\phi = 270^\circ$. This means that the least contrast across the reversal will occur when the gradient reversal is perpendicular to the boresite or when the convection direction is either parallel or antiparallel to the radar boresite.

Figure 3.4c and d present the growth rate difference in the E and F regions, respectively, found with the numerical method. A comparison of Figures 3.4a and b with Figures 3.4c and d shows that the results of the analytic and numerical methods are very similar for both the E and F regions. The results for the numerical method (Figures 3.4c and d) are not as smooth as the analytic method results, but this is simply due to the discrete steps that are used in the numerical method. Comparison between the E and F region patterns, however, reveals a few interesting features. First, the location of the minima moves from $\phi = 90^\circ, 270^\circ$ in the E region to $\phi = 0^\circ, 180^\circ$ in the F region. These results agree with what was observed in Figure 3.3. In addition, there are large regions of strongly positive $\Delta \gamma$ (dark red) in the E region (Figures 3.4a and 3.4c) that do not appear in the F region. There are some areas of positive $\Delta \gamma$ in the F region, but they are much more limited and have a maximum value of only $\sim 1$. This means that while there are significant areas where the growth rate on the leading edge is greater than that on the trailing edge in the E region, the growth rate on the trailing edge almost always exceeds the leading edge in the F region. This is an important generalization of the well-known result that growth rates are more positive on the trailing edge, where $\mathbf{G} \cdot \mathbf{V}_E > 0$.  
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Figures 3.4e shows results of the numerical analysis of the transitional region. This panel does not have a comparison with the analytic method because the analytic method requires a constant conductivity ratio $R$ which changes rapidly from $\sim 5.08$ in the $E$ region to 0.001 in the $F$ region, Figure 3.1a. To demonstrate this, the average $R$ value along the gradient reversal is plotted using the black-white dashed line and the scale shown on the right. The ratio depends on the gradient reversal direction $\theta$, but not on the convection direction $\phi$. As angle $\theta$ changes, the gradient reversal passes through different portions of the FoV with different heights. Different altitudes correspond to hugely different values of $R$, which causes the variation in the conductivity ratio shown in Figure 3.4e. On average, however, the conductivity ratio is somewhere in between its values in the $E$ and $F$ regions, so the pattern shown is between the $E$ region pattern and $F$ region pattern. The minimum is between $\phi = 90^\circ$ (the $E$ region value) and $\phi = 180^\circ$ (the $F$ region value) and has a value of $\sim -3$. This will be further examined in Figure 3.5.

Finally, Figure 3.4f presents the same analysis for all regions considered together, i.e. with averaging done over all points along the gradient reversal regardless of their virtual height. For most angles of the gradient reversal, only the $F$ region will be sampled, Figure 3.1c. The gradient reversal will only pass through the transitional and $E$ region if it is close to parallel with the boresite, i.e. when $\theta$ is close to either 90° or 270°. This is why the majority of the pattern in Figure 3.4f resembles the $F$ region patterns (Figure 3.4d), but changes sharply around $\theta = 90^\circ$ and $\theta = 270^\circ$ due to contributions from the $E$ region pattern (Figure 3.4c). This can also be seen in the conductivity ratio. For most angles, average $R$ only has contribution from the $F$ region, so it is at the $F$-region value (very close to zero on this scale). However, close to $\theta = 90^\circ$ and $\theta = 270^\circ$ average $R$ includes $E$-region values ($\sim 5$), so it increases sharply. This causes $\Delta \gamma$ to be relatively low with values between $-1.5$ and $+1.5$ for most angles $\theta$; it changes around $\theta = 90^\circ$ and $\theta = 270^\circ$ to have values less than $-2$. Overall, this analysis shows that both the peak asymmetry and where it is seen in $\theta$ and $\phi$ change significantly with altitude.

### 3.4.4 Behavior in the Transitional Region

Figure 3.5 shows a more detailed analysis of the transitional region. The transitional region was divided into segments that were 2 km in slant range. In each of these segments, the analysis presented in Figure 3.4 was performed and the average height and average
conductivity ratio were found. Figure 3.5a shows the average conductivity ratio (black line) and height (orange line) from 550 km to 850 km in slant range. The ranges where the beam is in the E (red), F (blue), and transitional (green) regions are shaded. Both the height and the conductivity ratio are constant in the E and F regions since virtual height is constant at these ranges in the standard virtual height model, Figure 3.1b. The height increases linearly in the transitional region, while the conductivity ratio decreases rapidly between 600 km and 616 km (shaded in yellow) at the lowest ranges within the transitional region. The R value continues to decrease throughout the transitional region, but above ~ 620 km in the slant range, it is so close to zero that further changes do not affect the results appreciably. The region highlighted in yellow, where most of the change in R occurs, is examined more closely in Figures 3.5b and 3.5c.

Figure 3.5b has the same format as Figure 3.5a, but it focuses on the 16-km-wide region in the slant range highlighted with yellow. In these 16 km, the conductivity ratio (black line) decreases by approximately one order of magnitude, from ~5 to 0.5. The height (orange line) increases from ~110 km to 130 km. These changes make a large difference in the patterns of difference of growth rate, as described below.

Each small panel in Figure 3.5c has the same format as Figure 3.4a. The top row shows the numerical analysis and the bottom show the analytic analysis of each 2 km segment. The value of R for the analytic method was taken from the average R for each 2 km segment, as shown in Figure 3.5b. From 600–602 km, R is close to the E region value (~ 5.1), so the patterns for Δγ are close to those for the E region (Figures 3.4a and c). However, by 614–616 km, the value of R has decreased substantially and the patterns resemble the F-region patterns (Figures 3.4b and d) much more closely. From 600 km to 616 km, the location of lowest value of Δγ changes from φ = 90°, 270° to φ = 0°, 180°. This represents the change from where the lowest Δγ values are in the E region to their location in the F region. In addition, the lowest value of Δγ also increases from less than ~8 (E region) to ~ −3 (F region). The areas of highly positive Δγ that appeared in the E region (Figures 3.4a and c) are not evident above 606 km. This indicates that after this point, there is no longer a significant subset of orientations where the growth rate on the leading edge is larger than that on the trailing edge.
Figure 3.5. GDI growth rate within transitional region

Analysis of the transitional region. (a) The average conductivity ratio R (black line) and the radar virtual height (orange line) versus the slant range for the entire transitional region and parts of the E and F regions. The scales for the conductivity ratio and height are given on the left and right of panel (a), respectively. The E (red), transitional (yellow and green) and F (blue) regions are highlighted. The region highlighted with yellow is examined closer in panels (b) and (c). Panel (b) is similar to panel (a), but focuses on slant ranges 600–616 km, where most of the change in the conductivity ratio occurs. In addition to the R and height continuous variations, it also gives the average value of R for each 2-km virtual range gate. The same 2-km virtual gates are considered in panel (c) that shows a similar analysis to Figure 3.4. The top row shows the results of the numerical approach (N) and the bottom row shows the analytic approach results (A).
3.5 Discussion

In this study, we have applied the GDI linear fluid theory to study the asymmetries in the GDI growth rate on either side of a large-scale density structure, particularly as applied to observations with oblique scanning radars such as SuperDARN. The important new aspect of this study is explicit consideration of varying wave vector direction and altitude and their effects on asymmetries in the plasma structuring processes. We focus on the first-order effects due to the differences in the GDI growth rate that are often involved in interpreting asymmetries in intensity and occurrence characteristics of small-scale plasma irregularities in the high-latitude ionosphere. Below, we discuss the applicability of these results and their implication for interpretation of radar observations near gradient reversals.

The original expression used to define the GDI growth rate, Equation 3.1, has been derived under the assumption of negligible inertial effects [Makarevich, 2014], i.e. in the low-frequency and long-wavelength limit: $\omega \ll v_{in}, \, \lambda \gg 2\pi V_E v_{in}^{-1}$. The fluid theory itself also applies directly to long wavelengths, i.e scales much larger than the ion mean free path. The observations with which we compare our results refer to small-scale irregularities and, more specifically, decameter-scale waves in the $E$ and $F$ regions as well as in the transitional region, in the case of SuperDARN observations. In the $E$ region up to 130 km in altitude, these conditions may be satisfied for decameter scales [e.g. Fejer et al., 1984]. In the $F$ region, the long-wavelength case refers to significantly larger scales ($\sim 1000$ m) below which the fluid theory is not necessarily directly applicable. However, observational studies have found the behavior of decameter-scale irregularities in the $F$ region to be consistent with many fluid theory predictions, including their propagation with the $E \times B$ drift velocity and stronger waves on the trailing edge of gradient reversals. This leads to a common interpretation that decameter-scale waves observed by SuperDARN and kilometer-scale waves in the $F$ region described by a standard fluid approach are closely related, possibly by a turbulent cascade [e.g. Tsunoda, 1988]. Within the above discussed limits of applicability of the basic equation (3.1) employed in the present modeling, GDI is operational throughout the wide range of ionospheric altitudes spanning both the $E$ and $F$ regions. This is because there is always a range of propagation and gradient directions for which growth rates are positive in both the $E$ and $F$ regions.

In this study we used the SuperDARN radar at McMurdo Station, Antarctica to model spatial variations of the GDI growth rate within this radar’s field-of-view and the result-
ing asymmetries near gradient reversals. Despite this, the results should also be applicable to any of the high-latitude SuperDARN radars in either the northern or southern hemisphere which observe large-scale density structures with gradient reversals. To be more accurate, the parameters of the neutral density model would have to be changed to match a particular location, but these corrections would be very minor. More generally, these results should be the same for any oblique scanning coherent scatter radar at high latitudes. In principle, this technique could also be applied to auroral and mid-latitude radars, but at these latitudes, the Earth’s magnetic field is further away from the vertical, which affects the assumption that B is perpendicular to the radar’s FoV and all other vector quantities are within the same plane. In addition, extended gradient reversals are much rarer at mid- and auroral latitudes than in the polar cap, so this model may be less applicable for interpreting observations in these regions.

Although this study is relevant to observations with obliquely scanning HF radars, care should be taken with how the results are used to interpret experimental data. In this study, only the linear growth rate of GDI was considered. Even though radar backscatter power and occurrence trends are often interpreted using the GDI growth rates in the linear regime [e.g. Oksavik et al., 2012; Moen et al., 2012], there are other factors that may affect echo power and occurrence. In the polar cap, HF radars rely on beam refraction through a dense ionosphere to observe field-aligned irregularities [Bristow et al., 2011; Koustov et al., 2014]. In addition, high background electron density in both the E and F regions can smooth gradients required for GDI and limit instability growth [Ruohoniemi and Greenwald, 1997; Koustov et al., 2004]. Large conductivity in the E region can also short out F region irregularities [Danskin et al., 2002; Kane et al., 2012; Lamarche and Makarevich, 2015]. An enhanced D region may act to attenuate backscatter signals, although this effect is not always obvious [Danskin et al., 2002]. Nonlinear processes in the F region have been theoretically shown to alter the dependence on the propagation direction while still showing significant anisotropy similar to that predicted by the linear theory [Keskinen and Ossakow, 1981, 1982, 1983]. The situation in the E region appears to be somewhat different, with some echoes also exhibiting strong anisotropy [e.g. Ierkic et al., 1980; Makarevich, 2008] and other echoes showing isotropic power variation [Ierkic et al., 1980; Koustov et al., 2001] presumably because of nonlinear processes. The results of the present study are thus more likely to apply in the F region.
The present model used an idealized gradient reversal superimposed on the radar’s FoV, meant to simulate an elongated structure with higher density than the background, such as elongated polar patches [Hosokawa et al., 2014] or sun-aligned arcs [Koustov et al., 2012]. In reality, any structure like this will be spread spatially, and the pattern of GDI growth rate around it will be more complicated. In addition, plasma flows around the gradient reversal may also be more complicated than the simple uniform flow considered here. Sun-aligned arcs in particular are known to have complex shears in plasma flow locally across the density enhancement due to converging electric fields [e.g. Kozlovsky et al., 2007], which would complicate growth rate calculations. However, the present model focused on the large-scale motion of density structures, which tends to be relatively consistent on time scales of at least half an hour, and may be still valid for an overall picture of where greater structuring is anticipated.

The results from Figure 3.4 show that $\Delta \gamma$ is almost always negative in the $F$ region, which implies that the growth rate on the trailing edge of a large-scale density structure is almost always larger than that on the leading edge. This agrees with previous observations of polar patches and sun-aligned arcs in the $F$ region ionosphere that consistently show a greater irregularity intensity on the trailing edge than the leading edge of these structures [Weber et al., 1984; Milan et al., 2002; Koustov et al., 2012]. Greater power from radar backscatter is indicative of more decameter-scale structuring, which agrees with a greater growth rate on the trailing edge. Some studies have shown radar backscatter (and presumably plasma structuring) occurs within the entire volume of polar patches [Hosokawa et al., 2009]. The present model cannot replicate this result as it does not consider structures of arbitrary shapes. The observed patches are often irregularly shaped, which could result in a limited number of places along their edges where the relative gradient/plasma drift orientation is such that no growth would occur [Hosokawa et al., 2009]. In this way, these observations are not necessarily inconsistent with the results presented here, but they cannot be represented by the model in its current form.

In the $E$ region, large values of $\Delta \gamma$ that are both positive and negative indicate that the growth rate can be high on both the leading and trailing edge. Several previous studies have investigated large-scale density structures in the $E$ region [Milan et al., 1999, 2001, 2002], but none of these have focused on asymmetries in irregularity characteristics associated with gradient reversals so it is difficult to compare these modeling results with observations.
Koustov et al. [2008] presented data in their figure 5 that showed smaller echo power on the leading edge of a sun-aligned arc in the F region, but strong backscatter power on both sides of the arc in the short range gates, corresponding to the E-region or transitional region. The arc was approximately parallel to the radar boresite and moved towards the left of the radar FoV, corresponding to $\Delta \gamma \approx 0$ in our model ($\theta = 90^\circ, \phi \approx 180^\circ$ in figure 3.4c). Slight changes in the convection direction ($\phi$) could create both the condition where $\Delta \gamma < 0$ (greater growth on leading edge) or $\Delta \gamma > 0$ (greater growth on trailing edge). Although this proposed mechanism seems reasonable, it is important to note that the sun-aligned arc examined in Koustov et al. [2008] has been mapped to an altitude of 250 km and there is no information about its vertical extent, so it is possible that the density enhancement does not reach the E region at all and the structuring is due to a different process.

An important new result of this study was that the difference in growth rate depends strongly on the orientation of the gradient reversal and convection direction in both the E and F regions. In general, the maximum $\Delta \gamma$ occurred at $\theta = 90^\circ, 270^\circ$ in both the E and F regions, regardless of $\phi$. This corresponds to the gradient reversal being aligned along the radar boresite with the gradient direction being perpendicular to the boresite. On one hand, this results is perhaps not surprising since this is the direction where the peak of the growth rate $\gamma$ itself occurs [Makarevich, 2014]. On the other hand, we found that this is also the direction of the peak in the difference $\Delta \gamma$ and in the average difference $\Delta \gamma_{avg}$ and this latter result in particular does not immediately follows from the growth rate behavior itself.

In the F region, the peak in the $\Delta \gamma_{avg}$ magnitude occurs when the convection direction is perpendicular to the radar boresite $\phi = 90^\circ$. In the E region, the peak is when the convection direction is either parallel or antiparallel to the boresite $\phi = 0^\circ, 180^\circ$. This corresponds to the convection direction being parallel to the wave vector. In the transitional region, the “optimal” convection direction changes gradually from $\phi = 0^\circ$ to $\phi = 90^\circ$. This is a prediction that has not been tested experimentally. To test it, one would need to follow the track of a large elongated polar patch or sun-aligned arc. Although polar patches can retain their form in the F region for several hours [Hosokawa et al., 2014], it is likely that the patch would move a significant lateral distance from the boresite. The structure may have to be observed by multiple SuperDARN radars from different directions unless a highly elongated patch (> 1500 km) is observed, similar to that described in Hosokawa et al. [2014].
Another challenge in observing altitudinal transitions is associated with a requirement for a large density structure to have a significant vertical extent, at least from the lower $F$ region through a significant portion of the transitional region. The vertical extent of these structures has not been investigated systematically, although several examples of density enhancements associated with these structures have been presented. Thus Schlatter et al. [2013] examined density enhancements due to high-energy auroral precipitation in the $E$ and $F$ region between $\sim$ 100 km and $\sim$ 150 km, see their Figure 1a. Jayachandran et al. [2012] estimated the maximum vertical thickness of sun-aligned arcs as $\sim$ 84 km. Sun-aligned arcs have been modeled to have regions of enhanced density at altitudes as low as 100 km and as high as 300 km [Crain et al., 1994]. This is somewhat supported by observations that show high-density areas at a similar range of altitudes [Valladares and Carlson, 1991]. These previous investigations thus provide some support for the idea that it may be possible to find a single density structure with large enough vertical extent to cover the necessary range.

3.6 Conclusions
A model of asymmetries in plasma wave generation due to sharp reversals in the plasma density gradient near elongated density structures in the high-latitude ionosphere revealed the following:

1. Growth rate of plasma irregularities generated in the linear regime of the gradient-drift instability exhibits asymmetry between leading and trailing edges of convecting elongated density structures such as polar patches. Both the GDI growth rate and its asymmetry expressed as the average difference between growth rates on the leading and trailing edges are strongly dependent on the wave propagation direction. Asymmetry is maximized for wave vectors parallel or antiparallel to the elongation direction of the gradient reversal at any altitude in the lower ionosphere.

2. Asymmetry is also strongly dependent on the background convection direction relative to the gradient reversal, but this dependence changes with altitude. Maximum asymmetry occurs when the background convection is parallel to a gradient reversal in the $E$ region, but perpendicular to a gradient reversal in the $F$ region. There is a relatively smooth transition between configurations associated with maximum asymmetry in the $E$ and $F$ layers. In the $E$ region, either the leading or trailing edge
can have significant positive (or negative) growth rate, resulting in the asymmetry favoring either edge, depending on the structure orientation. This is in contrast with the $F$ region, where growth rate on the trailing edge is almost always larger than the growth rate on the leading edge, but with a much lower absolute maximum than in the $E$ region. This strong altitudinal dependence is due to the rapid decrease of the ratio of Hall and Pedersen conductivities at higher altitudes.

3. An oblique scanning radar is optimally oriented to observe large-scale and elongated density structures in the high-latitude ionosphere when the radar’s boresite is closest in direction to the structure elongation for any given altitude and convection direction since this configuration is associated with the largest contrast between leading and trailing edges. The convection direction that leads to the largest contrast depends on the altitude and for HF radars that predominantly receive backscatter from the $F$ region the optimal convection direction is perpendicular to the boresite.

3.A Analytic Expression for the GDI Growth Rate Difference

In this section, we derive an analytic expression for the average difference in the GDI growth rate across the gradient reversal passing through the radar’s viewing area, Figure 3.1c. The starting point is Equation (3.1). Consider a single point that lies on the gradient reversal within the radar’s FoV. In the geometry illustrated in Figure 3.1c, the relevant vectors at this point can be written as $\mathbf{k} = -\sin \alpha \hat{e}_1 - \cos \alpha \hat{e}_2$, $\mathbf{e} = -\sin \phi \hat{e}_1 + \cos \phi \hat{e}_2$, $\mathbf{g} = \pm \left[\sin \theta \hat{e}_1 - \cos \theta \hat{e}_2\right]$, where angles $\theta$ and $\phi$ were previously defined in Section 3.3, angle $\alpha$ is the angle between the wave vector and the boresite direction, and unit vectors $\hat{e}_1$ and $\hat{e}_2$ are perpendicular and parallel to the boresite, respectively.

Using these expressions, all the terms in Equation 3.1 can be expressed as functions of $\alpha$, $\theta$, and $\phi$

$$\gamma = \pm \sin(\alpha + \theta)[\cos(\alpha + \phi) - R \sin(\alpha + \phi)]. \quad (3.4)$$

This is the GDI growth rate at a given point for the two opposing gradient directions that will occur on either side of the gradient reversal. If $\phi < \theta - 180^\circ$ or $\theta < \phi < \theta + 180^\circ$, the negative sign represents the leading edge and the positive sign represents the trailing edge, so the growth rate difference is negative. If $\phi < \theta$ or $\theta + 180^\circ < \phi < \theta + 360^\circ$, the positive sign represents the leading edge and the negative sign the trailing edge, so the growth rate difference is positive. The expression for growth rate difference is then given
by
\[\Delta \gamma = \begin{cases} 
2 \sin(\alpha + \theta)[\cos(\alpha + \phi) - R \sin(\alpha + \phi)], & \phi < \theta \text{ or } \theta + 180^\circ < \phi < \theta + 360^\circ, \\
-2 \sin(\alpha + \theta)[\cos(\alpha + \phi) - R \sin(\alpha + \phi)], & \phi < \theta - 180^\circ \text{ or } \theta < \phi < \theta + 180^\circ.
\end{cases} \quad (3.5)\]

Equation 3.5 can be expressed as one equation using the Heaviside step function \(\Theta\). First, let us define two functions of \(\theta\) and \(\phi\)
\[H_1(\theta, \phi) \equiv \Theta((\theta - \pi) - \phi) + \Theta(\phi - \theta) - \Theta(\phi - (\theta + \pi)), \quad (3.6)\]
\[H_2(\theta, \phi) \equiv \Theta(\phi - (\theta - \pi)) - \Theta(\phi - \theta) + \Theta(\phi - (\theta + \pi)). \quad (3.7)\]
Equation 3.6 gives \(H_1(\theta, \phi)\), which returns 1 for \(\phi < \theta - 180^\circ\) and \(\theta < \phi < \theta + 180^\circ\), and 0 for all other values of \(\phi\). Equation 3.7 gives \(H_2(\theta, \phi)\), which returns 1 for \(\phi < \theta\) and \(\theta + 180^\circ < \phi < \theta + 360^\circ\), and 0 for all other values of \(\phi\). A single expression for \(\Delta \gamma\) is constructed using these two functions as
\[\Delta \gamma = 2H_1(\theta, \phi) \sin(\alpha + \theta)[\cos(\alpha + \phi) - R \sin(\alpha + \phi)] - 2H_2(\theta, \phi) \sin(\alpha + \theta)[\cos(\alpha + \phi) - R \sin(\alpha + \phi)]. \quad (3.8)\]
This expression can be rewritten in a shorter form if we define \(H(\theta, \phi) \equiv H_2(\theta, \phi) - H_1(\theta, \phi)\)
\[\Delta \gamma = -2H(\theta, \phi) \sin(\alpha + \theta)[\cos(\alpha + \phi) - R \sin(\alpha + \phi)]. \quad (3.9)\]
Equation 3.9 gives the difference in the GDI growth rate across the gradient reversal for any point along the reversal for any arbitrary orientation of the gradient reversal and convection direction. To find the average difference in growth rate, we integrate over \(\alpha\) across the radar FoV between \(-\alpha_0\) and \(+\alpha_0\) with respect to the boresite. In this integration, we assume that the conductivity ratio \(R\) is a constant for any combination of angles, which is a fair assumption for observations in the \(E\) region or in the \(F\) region.
\[\Delta \gamma_{avg} = \frac{1}{2\alpha_0} \int_{-\alpha_0}^{\alpha_0} \Delta \gamma d\alpha = -\frac{H(\theta, \phi)}{\alpha_0} \int_{-\alpha_0}^{\alpha_0} \sin(\alpha + \theta)[\cos(\alpha + \phi) - R \sin(\alpha + \phi)] d\alpha \quad (3.10)\]
The integral in equation 3.10 is easily evaluated and the final expression for the average difference in GDI growth rate across the gradient reversal becomes
\[\Delta \gamma_{avg} = H(\theta, \phi) [\sin(\phi - \theta) - C \sin(\phi + \theta) + R (\cos(\phi - \theta) - C \cos(\phi + \theta))], \quad (3.11)\]
where a new constant has been defined: \(C \equiv \sin(2\alpha_0)/2\alpha_0\). For a typical SuperDARN radar, \(\alpha_0 = 26^\circ\) and \(C \approx 0.87\).
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Chapter 4

4.1 Abstract
We present observations of plasma density gradients, electric fields, and small-scale plasma irregularities near a polar cap patch made by the Super Dual Auroral Radar Network radar at Rankin Inlet (RKN) and the northern face of Resolute Bay Incoherent Scatter Radar (RISN-N). RKN echo power and occurrence are analyzed in the context of gradient-drift instability (GDI) theory, with a particular focus on the previously uninvestigated 2D dependencies on wave propagation, electric field, and gradient vectors, with the latter two quantities evaluated directly from RISR-N measurements. It is shown that higher gradient and electric field components along the wavevector generally lead to the higher observed echo occurrence, which is consistent with the expected higher GDI growth rate, but the relationship with echo power is far less straightforward. The RKN echo power increases monotonically as the predicted linear growth rate approaches zero from negative values, but does not continue this trend into positive growth rate values, in contrast with GDI predictions. The observed greater consistency of echo occurrence with GDI predictions suggests that GDI operating in the linear regime can control basic plasma structuring, but measured echo strength may be affected by other processes and factors, such as multi-step or nonlinear processes or a shear-driven instability.

4.2 Introduction
Plasma irregularities in the ionosphere have been investigated for several decades using both in situ (sounding rockets and satellites) and remote (radars and optical instruments) techniques [e.g. a comprehensive review by Fejer and Kelley, 1980]. These observations revealed that ionospheric plasma is highly structured on scales ranging from a few centimeters to hundreds of kilometers. The gradient-drift instability (GDI) has historically been considered one of the dominant drivers of this structuring at high latitudes [Tsunoda, 1988]. Many factors influence the strength of this instability, including plasma density, \( n \), density gradient, \( \nabla n \), electric field, \( E \), and direction of the wavevector, \( \hat{k} = k/k \). These

factors can roughly be divided into two groups: density-related and electric-field-related which are further discussed below.

Plasma density can affect the observation of ionospheric structuring in a number of ways, including controlling both plasma physical factors, which regulate generation of plasma waves in the ionosphere, and propagation factors, which affects how well irregularities can be observed using radars [e.g. Danskin et al., 2002; Koustov et al., 2004; Lamarche and Makarevich, 2015]. Enhanced echo power can be the result of both improved GDI conditions and a particular plasma density creating more favorable radar propagation conditions in the ionosphere [e.g. Koustov et al., 2012]. Enhanced background plasma density can smooth out existing gradients and reduce the effectiveness of GDI [Ruohoniemi and Greenwald, 1997]. However, enhanced plasma density can also increase radar backscatter in that the radar cross section is proportional to the amplitude of density perturbations squared, $\delta n^2$, so if the fractional density $\delta n/n$ is approximately constant, the cross section and backscatter power are effectively proportional to $n^2$ [Makarevich and Bristow, 2014].

The direct effect of gradients in the plasma density has rarely been studied either in terms of the gradient magnitude $|\nabla n|$, strength $|\nabla n|/n$, or direction, in part because these are difficult to evaluate experimentally.

Observations of greater structuring on the trailing edge than the leading edge of polar cap patches provide one important example of how the direction of density gradients can be important for structuring [e.g. Weber et al., 1984; Milan et al., 2002; Koustov et al., 2012; Moen et al., 2012]. Typically, this observation is interpreted in terms of GDI linear theory, according to which the growth rate is greatest when the gradient $\nabla n$ is parallel to the drift velocity direction $V_E = E \times B/B^2$ and least when they are antiparallel. Although previous studies have been successful in replicating this result in GDI models [Gondarenko and Guzdar, 2004, 2006], there have not been direct comparisons of the predicted and measured GDI growth rate dependencies on $\nabla n$ and $V_E$ when both quantities are considered to be two-dimensional and independent.

Implicit in the above relationship between gradient strength vector $G = \nabla n/n$ and the drift velocity $V_E$ (parallel or antiparallel) is an assumption about their typical mutual orientation as well as the associated assumption about directions of the peak growth rate in terms of both the wavevector and the gradient. This leads to significant simplifications in the GDI growth rate expression [Linson and Workman, 1970; Tsunoda, 1988]. In context of large-scale density structures at high-latitudes drifting perpendicular to their direction
of elongation [Makarevitch et al., 2004; Makarevich et al., 2015] such as polar cap patches and sun-aligned arcs, $\mathbf{G}$ and $\mathbf{V}_E$ are parallel on the trailing edge and antiparallel on the leading edge. However, there can be large variations in this [Makarevitch et al., 2004] and, in general, the growth rate changes with the wavevector direction [Keskinen and Ossakow, 1982, 1983; Makarevich, 2014]. More insight can therefore be gained by considering the directions of vector quantities instead of considering a vector configuration that results in the peak growth.

In this study, a general expression for the GDI growth rate is used that considers arbitrary directions of the density gradient $\mathbf{g}$, electric field $\mathbf{e}$, and wavevector $\mathbf{k}$, and is applicable throughout the $F$ region [Makarevich, 2014, Equation 23].

$$\gamma = \frac{1}{B} \left( \mathbf{k} \cdot \mathbf{E} \right) \left( \mathbf{k} \cdot \mathbf{b} \times \mathbf{G} \right) = GV_E \left( \mathbf{k} \cdot \mathbf{e} \right) \left( \mathbf{k} \cdot \mathbf{b} \times \mathbf{g} \right)$$

Equation (4.1) describes the dependence on the magnitudes of the electric field $E$ or, equivalently, convection speed $V_E = E/B$ and the density gradient strength $G$. In addition, it describes a dependence on the purely directional factors $\mathbf{k} \cdot \mathbf{e}$ and $\mathbf{k} \cdot \mathbf{b} \times \mathbf{g}$. Past experimental investigations focused on a very limited subset of these dependencies.

The 2D electric field $\mathbf{E}$ and plasma drift velocity $\mathbf{V}_E$ can be found from incoherent scatter radar (ISR) measurements, using the standard ISR method utilizing line-of-sight ion velocity data [Heinselman and Nicolls, 2008]. Additionally, ISRs have been previously used to determine density patterns in the ionosphere [Semeter et al., 2009; Dahlgren et al., 2012b,a]. Dahlgren et al. [2012a] qualitatively compared the location of irregularities detected by a coherent HF radar to high-density regions identified by an ISR. The observations were described in the context of GDI predictions, but the growth rate has not been explicitly evaluated. The current study aims to fill this gap by calculating 2D density gradient fields based on ISR plasma density patterns. Previous studies that evaluated plasma density gradients have found them primarily from in situ measurements from sounding rockets [Moen et al., 2012; Lynch et al., 2015], but that method inherently only allows one component of the gradient to be resolved and only allows for measurements along the rocket’s flight path. The new method employed here allows a field of 2D gradient vectors to be calculated, which, together with the 2D electric fields also provided by ISR, allows for experimental investigations of plasma structuring in context of factors $\mathbf{k} \cdot \mathbf{E}$ and $\mathbf{k} \cdot \mathbf{b} \times \mathbf{G}$ as well their directional equivalents $\mathbf{k} \cdot \mathbf{e}$ and $\mathbf{k} \cdot \mathbf{b} \times \mathbf{g}$, Equation (4.1).
In order to investigate the relationship between GDI growth rate and the degree of plasma structuring in the ionosphere, structuring must be quantified and measured. Information on plasma structuring at small scales (\( \lambda \approx 10 \text{ m} \)) is widely available from the Super Dual Auroral Radar Network (SuperDARN), so this study will focus on small-scale irregularities. Specifically, this study uses the SuperDARN radar at Rankin Inlet (RKN) to measure ionospheric echo strength and occurrence as an indication of the degree of plasma structuring in the ionosphere. The ISR at Resolute Bay, which will be used to determine electric fields and plasma density gradients, observes a portion of the RKN field-of-view (FoV) in the F region. Although both echo occurrence and strength have been used as proxies for irregularity structuring [e.g. Milan et al., 2002; Koustov et al., 2012], any differences between these two indicators have not been analyzed, particularly in the context of the above-discussed factors that are expected to control the wave characteristics.

The aim of this study is to investigate the relationship between factors that control the directionally-dependent GDI growth rate and plasma structuring in the ionosphere by analyzing coincident measurements of echo occurrence, power, density gradients, and the electric field made by RKN and RISR-N. The specific objectives are to (1) evaluate how plasma density and density gradients affect the strength and occurrence of echoes measured by RKN, (2) investigate the directional dependency of plasma structuring in the ionosphere in the context of predictions made by linear GDI theory, and (3) determine if there is a difference between echo occurrence and power as observed by RKN and consider implications for plasma structuring.

4.3 Experiment Configuration and Data Postprocessing

SuperDARN is a network of HF coherent radars that are designed to study plasma irregularities and large-scale plasma motion in the ionosphere [Chisham et al., 2007]. It consists of over 30 individual radars in both the northern and southern hemispheres at mid-, auroral, and polar latitudes. Each radar has 16-24 beams, spanning \( \sim 3.25^\circ \) horizontally and \( \sim 30^\circ \) vertically, and 75-100 range bins, typically 45-km long. A complete scan of all beams can occur in 60 s or 120 s, depending on the mode of operation. Each radar measures Doppler velocity, signal-to-noise ratio (SNR) or power, and spectral width of ionospheric echoes using a 17-lag autocorrelation function. A more detailed description of the SuperDARN network can be found in Chisham et al. [2007].
In the current study, the ground scatter was eliminated using the standard criteria, $|V - \Delta V| < 30 \text{ m/s}$ and $|W - \Delta W| < 35 \text{ m/s}$, where $V$ is the Doppler velocity, $W$ is spectral width, and $\Delta V$ and $\Delta W$ represent the uncertainty in these quantities, respectively. To limit the contribution of interference and other spurious echoes, measurements were also eliminated if the SNR was less than 3 dB or the spectral width was greater than 500 m/s. Further filtering of ground scatter was achieved by considering only echoes where the velocity measured by RKN was reasonably close to that measured by RISR-N, as described in Section 4.4.

This study utilized the northern face of the Incoherent Scatter Radar (ISR) at Resolute Bay, Canada (RISR-N). This is one of the Advanced Modular Incoherent Scatter Radar (AMISR) systems that consists of an electronically steerable phased array, allowing the radar to make measurements in different directions close to simultaneously by quickly cycling through all beam directions [Bahcivan et al., 2010]. Typically, AMISR systems have two types of pulses, a long pulse for $F$-region observations with 72-km range resolution and an alternating code pulse for $E$-region observations with 4.5-km range resolution. The radar measures a power spectrum and the electron density, ion and electron temperatures, and ion drift velocity are found using a standard ISR technique [Evans, 1969; Rishbeth and Williams, 1985; Nicolls et al., 2007]. Calibration accounts for the noise and system constants [Nicolls et al., 2007] and is done using either plasma line measurements (for summer daytime) or ionosonde measurements (for all other times) [Bahcivan et al., 2010; Themens et al., 2014]. 3D convection velocity and electric field vectors in the $F$ region are also found by combining all ion drift components measured at a particular magnetic latitude (MLAT) and assuming that both $E$ and $V_E$ are constant in magnetic longitude (MLON) [Heinselman and Nicolls, 2008].

The common mode for RISR-N is the WorldDay mode, which is typically scheduled for 5–6 days per month. The technical specification, such as number and orientation of beams, pulse sequences, and cadence, of the WorldDay mode changes slightly depending on the rendition of the mode that is currently being used. For the event investigated in this study, RISR-N was run in WorldDay64m, in which 11 beams are used to collect data at approximately 70-s intervals.

Figure 4.1 shows the FoV of both RKN, located at 62.82°N, 93.11°W, geographic (72.6°N, 26.4°W, geomagnetic), and RISR-N, located at 74.73°N, 94.91°W, geographic (82.8°N, 36.8°W geomagnetic). Geomagnetic coordinates were determined using the Altitude Adjusted
Figure 4.1. RKN/RISR-N experimental setup
Experimental setup showing the FoVs of RKN and RISR-N. Lines of constant magnetic latitude are shown at 75°N, 80°N, and 85°N. The pink outline shows the footprint of the full FoV of RISR-N at 400 km. Raw RISR-N electron density measurements ($n$) on November 30, 2011 at 18:16 UT at 300 km are shown with colored circles, with the color scale given in the top-right corner. Filled contours show interpolated electron density at 300 km, using the same color scale. The interpolated area has been restricted to the 10 southernmost beams. In addition, RKN cells are outlined. Cells with a signal-to-noise ratio (SNR) greater than 3 dB are color coded in SNR, according to the left color bar in top-right corner. RKN beam 7, which lies along 335°E MLON, is outlined in black.
Corrected Geomagnetic Coordinates (AACGM) model [Shepherd, 2014]. The RKN footprint consists of individual radar cells, outlined in dashed lines. Cells where SNR > 3 dB are color-coded in SNR measured at 18:16–18:17 UT on November 30, 2011. The locations of the 11 RISR-N beams at 300 km are shown by circles, with the color of each circle representing the electron density, \( n \), measured by RISR-N at 300 km during the post-integration interval closest to that of RKN.

To calculate gradients, RISR-N density measurements at 300 km were first converted to a local Cartesian coordinate system and then interpolated to a grid with 10-km resolution in both the \( x \) and \( y \) directions. The result of the interpolation is shown as filled contours in Figure 4.1, also colored in electron density according to the color bar in the top-right corner. 2D density gradient vectors were found by considering the average density change over two adjacent grid points in both the \( x \) and \( y \) directions.

To find coincident points between RKN and RISR-N data, simultaneous times were first found in both data sets. RISR-N and RKN data points were considered coincident if the start time of the RISR-N integration window occurred within the 60-s interval of the RKN FoV scan. Because RISR-N data had a longer time cadence than the RKN data, a limited number of RKN measurements did not have a coincident RISR-N measurement within 60 s; these were not considered. To find spatially coincident points, the point in the interpolated density grid (or constant MLON electric field measurement) that was closest to the center of each RKN radar cell was found. Two points were only considered coincident if they were within 20 km of each other.

4.4 Event Overview and Velocity Analysis

The snapshot shown in Figure 4.1 is part of the event on November 30, 2011. This event was selected because it included a high-density structure that passed through the common FoV area of RKN and RISR-N. The structure has a density several times higher than the surrounding plasma and seems to move coherently with the convection flow. It is observed in the local noon sector moving approximately poleward (antisunwards), so it can be categorized as a polar cap patch. The event is summarized in Figure 4.2. Figure 4.2a shows a north-south keogram of electron density as measured along 335° MLON by RISR-N at 17:00–19:00 UT. The high-density structure that is of particular interest occurred at \( \sim 18:15 \) UT and is well defined by the two oblique black lines.
Figure 4.2. Polar patch event overview

Left column is a keogram representation of (a and b) RISR-N electron density, (c) RKN line-of-sight velocity, and (d) RKN SNR for an event on November 30, 2011, 17:00–19:00 UT. Color scales for all quantities are given to the right of the respective row. Keograms are taken at 335°E MLON and all RKN data are from beam 7. Panel (b) also shows 2D plasma drift velocity derived from RISR-N measurements superimposed as vectors every 3 minutes. Panels (c) and (d) also show contours of electron density plotted over RKN data. The high-density structure examined in this study is highlighted by the two oblique black lines between ~18:00 and 18:30 UT. Panel (e) shows 16 snapshot 2D views of electron density, SNR, and plasma drift velocity within the time period highlighted with the pink bar at the top of panels (a)–(d). Each RKN cell is color-coded in SNR. Interpolated electron density is shown as colored contour lines. Raw electron density measurements are the ten colored circles. 2D plasma drift velocity vectors are shown at 335°E MLON.
Figure 4.2b shows the same keogram, but with 2D velocity vectors calculated from RISR-N measurements superimposed over the density data every 3 min. Velocity data is available at ~1-min intervals and these higher-resolution data were used for later analysis, but a subset is shown here to keep the plot readable. In the structure region, plasma velocity is primarily northwards with a small eastwards component, indicating that the structure is moving north-east. Figure 4.2c shows the line-of-sight velocity measured in RKN beam 7, which is aligned with the 335° MLON meridian, Figure 4.1. Contours of electron density from RISR-N (same as in Figure 4.2a) are shown over the RKN data. Figure 4.2d has the same format as Figure 4.2c, but shows the SNR measured by RKN. Most of the RKN echoes occur along the steep transition between the high- and low-density regions. The velocity data indicates that the structure was moving consistently away from the radar with a speed of ~500 m/s. If the structure is moving north-east, as indicated in Figure 4.2b, the greatest power is observed south of it, or on the trailing edge.

Figure 4.2e contains sixteen 2D snapshot views of the event at 18:09–18:27 UT (period shown by the pink bars at the top of Figures 4.2a–4.2d). Each snapshot is similar to that shown in Figure 4.1 with SNR measured by RKN shown by color-filled radar cells, RISR-N electron density measurements shown as colored circles, interpolated electron density as colored contours, and plasma velocity as a line of 2D vectors at 335° MLON. In this view, the interpolated density contours are left unfilled so as to not obscure the RKN SNR data.

From velocity vectors in Figure 4.2e, the plasma drifts mostly northwards at the beginning of the time interval and more eastwards later during the event, similar to what is seen in Figure 4.2b. This results in the structure moving in a generally north-east direction, which can be also seen by looking at the interpolated density contours. Thus, at 18:16 UT, the density peak of the patch is approximately centered in the panel, but it moves towards the top-right corner by 18:20 UT and has exited the panel to the top-right by 18:22 UT. In addition, the region where backscatter is observed by RKN (SNR > 3 dB) seems to follow the patch of high densities through the panels. Between 18:09 and 18:12 UT, most of the observed backscatter occurs in the lower part of the panel, south of 85° MLAT. At 18:13–18:22 UT, the backscatter region moves northwards as the patch moves north-east. This again indicates structuring on the trailing edge of the polar cap patch, while there is little evidence for a similar degree of structuring on the leading edge. This effect is most obvious in panels for 18:19–18:21 UT, where the red circles and dark red con-
tour are northward of the RKN cells filled with the red color. That is, SNR is 40–50 dB on the trailing (south-west) edge, while SNR is closer to 20–30 dB on the leading (north-east) edge.

In finding coincident points between RISR-N and RKN, all possible spatial conjunctions are considered. This generally includes the entire FoV of RISR-N with coincident RKN echoes. From Figure 4.1, this includes RKN beams 4–10 and up to 9 range gates. This allows large portions of the density structures to be considered. In some cases, e.g. Figure 4.2e at 18:20 UT, the entire patch exists within the observable area and all edges can be considered. In other cases, radars sample only parts of density structures. To minimize possible biases in the orientation of the density structures and their edges with respect to RKN, this study also considers the data collected over the entire 24-h period of November 30, 2011. However, certain biases may still be present because this study is dominated by a single strong density enhancement and the patch moved through the FoV with a relatively constant velocity. These biases are discussed further in Section 4.7.2.

In addition to the standard SuperDARN method for eliminating ground scatter, this study further required that the velocities measured by RKN and RISR-N be comparable, since low SuperDARN velocities are one of the characteristics of ground scatter. Figure 4.3 is a scatter plot of coincident RKN and RISR-N velocities. In this figure and all subsequent ones in this paper, black points refer to all observations throughout the event where there were coincident RISR-N and RKN echoes and red points represent only those echoes observed within the structure identified by the two oblique black lines in Figure 4.2. Because RKN only measures velocity along the radar beam, RKN velocities are compared with RISR-N velocities projected onto the appropriate RKN beam direction.

In Figure 4.3, there is a clustering of all echoes (black) around (0 m/s, 0 m/s) and a clustering of structure echoes (red) around (−700 m/s, −700 m/s). The dashed blue line shows where RKN velocity equals the projected RISR-N velocity. There is a secondary population composed of both all echoes and structure echoes that is centered around RKN velocity 0 m/s and is spread between RISR-N velocity −1500 m/s and −500 m/s. Although it is difficult to distinguish in this presentation, echo occurrence analysis (not shown) does show a depression in occurrence around (−500 m/s, 0 m/s), so this value is used as a distinction between populations where RKN velocities approximately equal RISR-N velocity and populations where this condition is not met, probably more representative of ground scatter or other spurious echoes. The two solid blue lines are the
Figure 4.3. RKN/RISR-N velocity analysis
RKN line-of-sight velocity versus the projection of 2D RISR-N velocity onto the closest RKN beam. Black dots represent all coincident echoes that were observed by RKN and RISR-N simultaneously over the day considered, whereas red dots represent only echoes that occurred within the high-density structure. The blue dashed line is the ideal coincidence line. The solid blue lines outline a region where the RKN velocity equals the RISR-N velocity within ±500 m/s.
4.5 Plasma Irregularities and Density-Related Factors

In order to investigate how density-related factors may affect echo power and occurrence, Figure 4.4 shows scatter plots of echo power versus (a) electron density, $n$, (b) electron density gradient magnitude, $|\nabla n|$, and (c) gradient strength, $G = |\nabla n/n|$. Points are binned and averages (crosses) and standard deviations (shaded rectangles) are shown for both all echoes and only echoes within the structure. Averages and standard deviations are only calculated if there are at least 3 points in a bin. The thick black and red lines show count histograms for all echoes and only echoes within the structure, respectively.

In Figure 4.4a, most points are clustered at $2 \times 10^{11} - 5 \times 10^{11} \ # \ m^{-3}$, corresponding to a peak in the all-counts histogram (black). The structure-count histogram (red) has a secondary peak at this location, but its highest peak occurs at a much higher density, around $1.1 \times 10^{12} \ # \ m^{-3}$. The latter feature is expected as the structure was specifically chosen...
to contain high density. The average power of all echoes increases approximately monotonically, particularly for densities above $4 \times 10^{11} \text{ m}^{-3}$. Average powers observed from structure echoes are typically higher than that for all echoes. This is again expected because the structure was selected by a particular region of RKN data with high backscatter power. The exception to this occurs at very high densities, above $1 \times 10^{12} \text{ m}^{-3}$, where there are few points with high densities that are not within the structure, so the two sets become very similar. The average power of echoes within the structure does not increase monotonically, but instead appears to peak at around $6 \times 10^{11} \text{ m}^{-3}$.

Figure 4.4b shows the dependence on density gradient magnitude, $|\nabla n|$. For all echoes, counts peak at low gradients and decrease. For structure echoes, counts peak for gradients at $2 \times 10^5 \text{ m}^{-4}$, although the count peak is very broad. Average power increases nearly monotonically with an increasing gradient magnitude for both all echoes and structure echoes, except for very large densities. The structure echo power is again higher.

Finally, Figure 4.4c shows the dependence on gradient strength, defined as $G = |\nabla n/n|$. In this case, both all-echo and structure-echo counts peak at about $2 \times 10^{-6} \text{ m}^{-1}$. Similar to the density gradient, average power for both all echoes and structure echoes increases as gradient strength increases. Interestingly, this trend is actually clearer and stronger in the gradient case (Figure 4.4b) than the gradient strength case (Figure 4.4c), which is unexpected as the GDI growth rate expression depends directly on the gradient strength, $G$, not the density gradient vector, $\nabla n$, equation 4.1. This feature is further discussed in Section 4.7.1.

### 4.6 Plasma Irregularities and Directional Factors

Figure 4.5 contains similar scatter plots to Figure 4.4, but these demonstrate the dependence of echo power and counts on the two factors that directly impact the GDI linear growth rate, the rotated gradient component along the wavevector, $\hat{k} \cdot \hat{b} \times G$, and the electric field component along the wavevector, $\hat{k} \cdot E$. An increase in either of these factors should theoretically be reflected in higher GDI growth rates, Equation 4.1, and this could occur through increase in the entire factor or its purely directional part, e.g. $\hat{k} \cdot \hat{e}$, with of both of these possibilities investigated below. The wavevector direction $\hat{k}$ is determined from the RKN beam that viewed a particular scattering volume. From the Bragg scatter condition, the received wave will have a wavevector pointing towards the radar and matching in direction the irregularity wavevector.
Figure 4.5. Irregularity dependence on directional factors

Scatter plots of RKN echo power versus RISR-N measurements of (a) the gradient strength component, $\mathbf{k} \cdot \mathbf{b} \times \mathbf{G}$, (b) the electric field component $\mathbf{k} \cdot \mathbf{E}$, (c) the normalized gradient component, $\mathbf{k} \cdot \mathbf{b} \times \mathbf{g}$, and (d) the normalized electric field component, $\mathbf{k} \cdot \mathbf{e}$. The meaning of dots, crosses, vertical bars, and lines is the same as in Figure 4.4.
Power and counts are found from RKN, while the gradients, $G$, and electric fields, $E$, are 2D vectors evaluated by RISR-N, Section 4.3. For brevity, the quantity $G$, previously described as the gradient strength, will be referred to simply as the gradient for the remainder of this paper. In this experiment, the wavevector direction $\mathbf{k}$ is defined by the orientation of the RKN radar beam examining a particular scattering volume because the radar will only observe plasma waves propagating in this particular direction. Therefore, the first factor in equation 4.1 is the component of the 2D electric field measured by RISR-N along the coincident RKN beam and the second factor is the component of the rotated 2D plasma density gradient along the coincident RKN beam. Figure 4.5a shows the gradient component, $\mathbf{k} \cdot \hat{b} \times \mathbf{G}$, and Figure 4.5b shows the electric field component, $\mathbf{k} \cdot \mathbf{E}$. The purely directional parts of these factors or the normalized component of the gradient and electric field are shown in Figures 4.5c and 4.5d, respectively. It is important to consider the normalized components independently to differentiate trends due to the directions of the electric field and gradients relative to the wavevector from those due to the magnitude of the electric field or gradient.

In Figure 4.5a, the average power of all echoes tends to increase as the gradient component increases from zero. At negative values, the power is smaller than at positive values and is approximately constant below 20 dB. The trend in the structure echoes is less obvious and it seems to increase as $\mathbf{k} \cdot \hat{b} \times \mathbf{G}$ increases up to $6 \times 10^{-6}$ m$^{-1}$, but then levels off or even decreases slightly. Counts for both all echoes and structure echoes peak at 0, but the distribution of all echoes is roughly symmetric, whereas the count histogram of structure echoes is biased towards positive values of $\mathbf{k} \cdot \hat{b} \times \mathbf{G}$.

Figure 4.5b shows that, while the average power of all echoes is approximately constant with changing $\mathbf{k} \cdot \mathbf{E}$, the structure echoes exhibit a peak in power at $\sim 0.01$ mV/m. Both all echoes and structure echoes are biased in occurrence towards positive values of $\mathbf{k} \cdot \mathbf{E}$. The all-echo distribution peaks at $\sim 0$ mV/m and falls off very quickly for negative values of $\mathbf{k} \cdot \mathbf{E}$. The structure-echo distribution grows steadily between $-0.015$ mV/m and $+0.025$ mV/m and then drops off suddenly due to low occurrence of high-electric-field measurements.

The purely directional part of the gradient, Figure 4.5c, does not appear to follow any trend in the average power of either all or structure echoes. Structure average power is consistently higher, as expected, but both sets are approximately constant in power for all values of the normalized gradient component. Importantly though, the occurrence of
both all echoes and structure echoes peaks strongly at $\hat{k} \cdot \hat{b} \times \hat{g} = 1$ and exhibits a secondary peak at $\hat{k} \cdot \hat{b} \times \hat{g} = -1$.

The purely directional part of the electric field, Figure 4.5d, again has average power approximately constant for all echoes, but average power for structure echoes peaks at $\sim 0.4$. The occurrence distribution for all echoes again peaks strongly at $\hat{k} \cdot \hat{e} = 1$ with a secondary peak at $\hat{k} \cdot \hat{e} = -1$. Counts grow steadily between $\hat{k} \cdot \hat{e} = -0.3$ and $\hat{k} \cdot \hat{e} = 0.9$, leading up to the primary peak. The occurrence distribution for structure echoes is biased towards positive values of $\hat{k} \cdot \hat{e}$ (there are no structure echoes observed below $-0.3$) and peaks at $\sim 0.5$.

Figure 4.6 further examines the RKN echo power and occurrence versus the (a) dot product of the gradient and plasma drift velocity $G \cdot V_E$ and (b) the expected GDI growth rate, with both evaluated from RISR-N measurements. Similar to Figure 4.5, purely directional factors are shown for (c) the dot product of the gradient and the plasma drift velocity, $\hat{g} \cdot \hat{v}_E$ and (d) the GDI growth rate, given by $\gamma' \equiv \gamma/(GV_E) = (\hat{k} \cdot \hat{e})(\hat{k} \cdot \hat{b} \times \hat{g})$, from equation (4.1). The normalized components are again important to determine if the relative directions of $G$ and $V_E$ impact the power and occurrence of backscatter independent of their magnitude.

In Figure 4.6a, the trend in the average power of either all echoes or structure echoes is not monotonic, but structure echoes seem to show a small increase in average power as $G \cdot V_E$ increases, and all echoes tend to have higher power for positive values of $G \cdot V_E$ than for negative values. The occurrence distribution for all echoes is centered around 0, but counts are slightly higher for positive $G \cdot V_E$. Occurrence for structure echoes is biased towards positive values of $G \cdot V_E$. In Figure 4.6b, average power for all echoes is roughly constant and less than 20 dB when $\gamma < 0 \text{ s}^{-1}$, but increases for positive values of $\gamma$. The occurrence distribution of all echoes is again centered around zero, but counts tend to be slightly higher for positive $\gamma$. The average power of structure echoes increases monotonically as $\gamma$ goes from negative values to zero. The behavior for positive $\gamma$ is not monotonic, although the average power is always relatively high.

Turning to purely directional dependencies, in Figure 4.6c, average power for all echoes is relatively constant at $\sim 20 \text{ dB}$, while average power for structure echoes is higher, but also variable. Both occurrence histograms for all echoes and structure echoes have a strong peak where $\hat{g} \cdot \hat{v}_E = 1$, i.e. where the gradient is parallel to the drift velocity. The all-echo histogram also has a secondary peak at $\hat{g} \cdot \hat{v}_E = -1$, i.e. where the gradient is
Figure 4.6. Irregularity dependence on GDI growth rate
Same as Figure 4.5, but for (a) the dot product of the gradient and plasma drift velocity, \( \mathbf{G} \cdot \mathbf{V}_E \), (b) the calculated GDI growth rate, \( \gamma \), (c) the normalized dot product of the gradient and plasma drift velocity, \( \hat{\mathbf{g}} \cdot \hat{\mathbf{v}}_E \), and (d) the normalized GDI growth rate, \( \hat{\gamma} \).
antiparallel to the drift velocity. Figure 4.6d shows that the average power is relatively insensitive to changes in the normalized growth rate, although power for both all echoes and structure echoes appears to have a peak around $\gamma' = 0.4$. The occurrence histogram for all echoes shows that echoes are observed for all values of $\gamma'$ and peak at zero, but the distribution is asymmetric such that more counts are observed for $\gamma'$ positive than negative. Structure echoes are only observed for $\gamma' > -0.3$, and are biased towards positive $\gamma'$.

Figure 4.7 investigates the same factors as Figure 4.5, but here, scatter plots show the echo power (given as the color) versus the gradient component $\hat{\mathbf{k}} \cdot \hat{\mathbf{b}} \times \mathbf{G}$ and electric field component $\hat{\mathbf{k}} \cdot \mathbf{E}$, with the color bar shown to the right of the figure. Figure 4.7a shows all echoes. The solid black line in this and all other panels in this figure shows a linear fit to all points; equation is given at the bottom of the panel. This linear fit includes all echoes considered in this study (SNR > 3 dB). The linear Pearson correlation coefficient of all points is given in the bottom-right corner of the panel. Figure 4.7b shows power for all echoes versus purely directional factors $\hat{\mathbf{k}} \cdot \hat{\mathbf{b}} \times \hat{\mathbf{g}}$ and $\hat{\mathbf{k}} \cdot \hat{\mathbf{e}}$. Figures 4.7c and 4.7d present the same information, but only structure echoes are shown. Additionally in these two panels, the pink line shows the linear fit for points where SNR > 30 dB. The equation of the line and linear correlation of this subset of points are again given at the bottom of each panel in pink. In Figure 4.7c, the two linear fits are close to identical, so the pink line lies almost directly on top of the black line.

In Figure 4.7a, points are clustered around $\hat{\mathbf{k}} \cdot \hat{\mathbf{b}} \times \mathbf{G} = 0 \text{ m}^{-1}$ and $\hat{\mathbf{k}} \cdot \mathbf{E} = 0.01 \text{ mV/m}$. Figure 4.7b has less localized clustering of points. The bias of points toward positive values of $\hat{\mathbf{k}} \cdot \mathbf{E}$ agrees with the results seen in Figures 4.5a and 4.5b. As seen in Figure 4.7c as well as previous figures, structure echoes tend to have higher power. The spread of the points is also substantially less for structure echoes than all echoes. This can be seen in the higher linear correlation in Figure 4.7c than Figure 4.7a. The same is true comparing Figures 4.7b and 4.7d, i.e. linear correlation is substantially higher in Figure 4.7d than Figure 4.7b. When only high power echoes are considered (SNR > 30 dB), linear correlations increase even more. This can also be seen from a simple visual examination of Figures 4.7c and 4.7d, where the electric field component shows a clear increase with the gradient component, particularly for high-power echoes with SNR > 30 dB shown by red dots. Note that, in all cases, the relationship between the two factors is approximately
Figure 4.7. Relationship between the electric field and gradient components

Scatter plots of RISR-N measurements of the electric field component, \( \hat{k} \cdot \mathbf{E} \), versus the gradient component, \( \hat{k} \cdot \mathbf{b} \times \mathbf{G} \). Points are color coded in RKN SNR, according to the color bar to the right. Panels (a) and (b) show all coincident echoes, whereas panels (c) and (d) show only echoes within the structure. Panels (a) and (c) show the electric field and gradient component, whereas panels (b) and (d) show the normalized components, representing directional dependence. The black line in each panel is the linear fit of all data points in the panel (SNR > 3 dB). The pink line in panels (c) and (d) shows the same for a subset of points with high power (SNR > 30 dB). Equations for each line are given in the bottom-left corner of each panel and the correlation values are shown in the bottom-right corner.
linear and slope of the linear fit is positive within uncertainty. This finding is further discussed in Section 4.7.2.

4.7 Discussion

In this study, small-scale plasma irregularity characteristics were analyzed in the context of factors that affect the linear growth rate of the gradient-drift instability. Previous experimental studies of GDI and its controlling factors focused on the convection electric field, electron density, fractional perturbation density, and density gradients derived from 1D measurements [e.g. Villain et al., 1986; Fukumoto et al., 1999, 2000; Danskin et al., 2002; Oksavik et al., 2010; Moen et al., 2012; Makarevich and Bristow, 2014; Burston et al., 2016]. In contrast, the current study focused on the previously uninvestigated directional dependence of radar echo occurrence and intensity and comparison with theoretical predictions for arbitrary gradient, electric field, and wave propagation vectors. To accomplish this, 2D density gradient vectors were estimated from multi-point and direct measurements of plasma density by an incoherent scatter radar and, in combination with electric field measurements by an ISR, used to evaluate the GDI growth rate. In addition, differences between echo occurrence and backscatter power were examined in context of the GDI theory predictions. Below, we discuss three groups of issues aligned with the objectives of this study.

4.7.1 Effects of Density-Related Factors

The fluid linear theory of GDI predicts that an increase in plasma density gradient strength $G$ will increase irregularity production through GDI [Keskinen and Ossakow, 1983; Makarevich, 2014]. The current experimental results were generally consistent with this expectation. In particular, the echo power showed an expected increase with $G$, Figure 4.4c. The point scatter was large but the increase was monotonic for bins with significant statistics. One of most interesting aspects of these observations arguably concerns small scales of irregularities considered ($\lambda \approx 10 \text{ m}$), as explained below.

The GDI growth rate applies to long wavelengths $\lambda > 1 \text{ km}$ in the $F$-region due to the fact that the fluid theory assumes the low-frequency ($\omega \ll v_{in}$) and long-wavelength ($\lambda \gg 2\pi V_L v_{in}^{-1}$) limits, where $v_{in}$ is the ion-neutral collision frequency [e.g. Makarevich, 2014]. In addition, density gradients estimated in this study refer to relative large scales.
The current study has also considered the effects of the magnitude of the density gradient, $|\nabla n|$, and the gradient strength, $G = |\nabla n/n|$, Figures 4.4b and 4.4c. The average power of both structure and all echoes showed an increase with both of these factors. However, the relationship between power and $|\nabla n|$ was somewhat stronger than that between power and $G$, particularly in the case of structure echoes. This is puzzling as the expres-
sion for the GDI growth rate, equation 4.1, is dependent on $G$, not $|\nabla n|$. This may be due to the previously mentioned density effect. When background density, $n$, is low, $G$ is high, but propagation conditions may be insufficient for the radar to observe irregularities. In other words, even if instability growth is high in the $F$ region and the plasma is highly structured, the radar beam does not observe it because it has not been refracted enough to be perpendicular to the magnetic field, resulting in an artificial undersampling of points where $G$ is large. An alternative explanation can be offered using a suitably modified argument involving the fractional density. Thus if the fractional density is proportional to the growth rate, $\gamma$, instead of being approximately constant, backscatter power should be proportional to $(\gamma n)^2$. Because the growth rate is directly proportional to the magnitude of the gradient strength, equation (4.1), the power will be proportional to the magnitude of the density gradient squared:

$$P(V_E, n) \propto \left(\frac{\delta n}{n}\right)^2 \gamma^2 n^2 \propto G^2 n^2 = |\nabla n|^2$$ (4.2)

From the current observations, it is not possible to conclude which of the three density-related parameters is most important and why, but they do suggest that both background density $n$ and gradient strength $G$ are important and that additional knowledge about fractional density behavior may be key to our understanding of complex interplay of the plasma- and radio-physical factors.

4.7.2 Directional Effects of Electric Field and Gradient Components

One important new aspect of the current study is the experimental investigation of the directional dependence of the GDI growth rate, as represented by equation (4.1). This directional dependence has been previously predicted theoretically [Keskinen and Ossakow, 1982; Makarevich, 2014; Lamarche and Makarevich, 2016], but no experimental evidence is currently available, apart from asymmetry between leading and trailing edges of large-scale density structures. Because the growth rate $\gamma$ is directly dependent on both the gradient component, $\mathbf{k} \cdot \mathbf{b} \times \mathbf{G}$, and the electric field component, $\mathbf{k} \cdot \mathbf{E}$, the relative directions of the gradient, electric field, and wavevector are predicted to strongly influence plasma structuring in the ionosphere, equation (4.1). A new method was used to find 2D plasma density gradients based on RISR-N measurements and these, along with electric field measurements, are used here to examine directional dependencies.
Table 4.1. Results consistent with linear GDI theory

A summary of the experimentally observed features that are consistent with the gradient-drift instability theory for arbitrary directions of the wavevector \( \hat{k} \), electric field \( \hat{e} \), and density gradient \( \hat{g} \).

<table>
<thead>
<tr>
<th>#</th>
<th>Experimental Feature</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Increase in average power of all echoes with ( \hat{k} \cdot \hat{b} \times \hat{G} )</td>
<td>4.5a</td>
</tr>
<tr>
<td>2</td>
<td>Greater occurrence of structure echoes when ( \hat{k} \cdot \hat{b} \times \hat{G} ) is positive</td>
<td>4.5a, 4.7c</td>
</tr>
<tr>
<td>3</td>
<td>Increase in average power of structure echoes as ( \hat{k} \cdot \hat{E} ) crosses zero</td>
<td>4.5b</td>
</tr>
<tr>
<td>4</td>
<td>Greater occurrence of all echoes when ( \hat{k} \cdot \hat{E} ) is positive</td>
<td>4.5b, 4.7a</td>
</tr>
<tr>
<td>5</td>
<td>Monotonic increase in occurrence of structure echoes with ( \hat{k} \cdot \hat{E} )</td>
<td>4.5b</td>
</tr>
<tr>
<td>6</td>
<td>Strong peak in occurrence when ( \hat{k} \cdot \hat{b} \times \hat{g} = 1 )</td>
<td>4.5c</td>
</tr>
<tr>
<td>7</td>
<td>Increase in all echo occurrence leading to a peak at ( \hat{k} \cdot \hat{e} = 1 )</td>
<td>4.5d</td>
</tr>
<tr>
<td>8</td>
<td>Greater occurrence of structure echoes when ( \hat{k} \cdot \hat{e} ) is positive</td>
<td>4.5d</td>
</tr>
<tr>
<td>9</td>
<td>Higher average power when ( \hat{G} \cdot \hat{V}_E ) is positive</td>
<td>4.6a</td>
</tr>
<tr>
<td>10</td>
<td>Strong peak in occurrence when ( \hat{g} \cdot \hat{V}_E = 1 )</td>
<td>4.6c</td>
</tr>
<tr>
<td>11</td>
<td>More high power echoes when ( \hat{k} \cdot \hat{b} \times \hat{G} ) and ( \hat{k} \cdot \hat{E} ) are positive</td>
<td>4.7a</td>
</tr>
<tr>
<td>12</td>
<td>Greater occurrence of structure echoes when ( \hat{k} \cdot \hat{b} \times \hat{G} ) and ( \hat{k} \cdot \hat{E} ) are positive</td>
<td>4.7c</td>
</tr>
</tbody>
</table>

A summary of the results that agree with these predictions is presented in Table 4.1. The relationship between \( \hat{G} \) and \( \hat{V}_E \) described in entries 9 and 10 in Table 4.1 matches previously-reported observations of an asymmetry between the trailing and leading edge [Weber et al., 1984; Milan et al., 2002; Koustov et al., 2012; Moen et al., 2012]. Most of these previous studies observed asymmetry only qualitatively and compared only the leading and trailing edge of patches instead of considering all directions around it. The new approach employed here allowed a quantitative assessment using direct estimates from measurements. Apart from results 9 and 10, all other features in Table 4.1 have not been reported before.

Many of the results in Table 4.1 are based on Figure 4.5, which considers the dependence on the electric field term, \( \hat{k} \cdot \hat{E} \), and the gradient term, \( \hat{k} \cdot \hat{b} \times \hat{G} \), of the growth rate independently. Because the growth rate is the product of these two quantities, it can be challenging to interpret these plots, but they still provide useful insight into directional dependencies. The two strong peaks at \( \hat{k} \cdot \hat{b} \times \hat{g} = 1 \) and \( \hat{k} \cdot \hat{b} \times \hat{g} = -1 \) in Figure 4.5c indicate that many measurements were made when the gradient was perpendicular to the radar's
boresight, $\mathbf{k} \perp \mathbf{G}$. As discussed previously, the peaks in power in Figures 4.5b and 4.5d possibly indicate a preferred electric field direction for the event. However, considering all echoes, a full range of electric field directions is observed (points exist for all values of $\mathbf{k} \cdot \hat{\mathbf{e}}$), but there is a systematic increase in occurrence when $\mathbf{k} \cdot \hat{\mathbf{e}} > 1$. This indicates that irregularity growth is more favorable in the direction of the electric field, agreeing with previous results regarding the directional dependence of plasma irregularities [Lamarche and Makarevich, 2016].

In relation to result 10, the strong peak in echo occurrence at $\mathbf{g} \cdot \hat{\mathbf{v}}_E = 1$ corresponds to $\mathbf{G} \parallel \mathbf{v}_E$, which is considered the most favorable orientation for GDI growth. What was unexpected in the observations presented in Figure 4.6c is the secondary peak at $\mathbf{g} \cdot \hat{\mathbf{v}}_E = -1$, corresponding to $\mathbf{G}$ antiparallel to $\mathbf{v}_E$, which is the least favorable configuration for GDI growth. It is possible that this secondary peak is due to a different instability mechanism, but the directional dependencies of other mechanisms are also rarely considered [Burston et al., 2016]. $\mathbf{G}$ antiparallel to $\mathbf{v}_E$ corresponds physically to the leading edge of a drifting plasma patch. Conventionally there is thought to be little to no structuring on the leading edge of drifting large-scale density structures, but some simulations have shown if there is a significant velocity shear along the edge of the patch, the leading edge can become structured, although this will happen only after a long period of time [Gondarenko and Guzdar, 2006]. Thus a secondary peak in echo occurrence on the leading edge of the currently examined density structure may be due to this, non-GDI mechanism. Additionally, it is possible that the patch rotated before entering the FoV such that the leading edge became the trailing edge and vice versa, which would lead to both sides exhibiting structuring [Oksavik et al., 2010]. The magnitude of these two peaks may be due to some directional bias within the event. For some portions of the event, the patch is completely within the radar’s FoV so measurements are taken from all edges. However, because the patch does move almost directly northwards through the FoV, predominantly the leading and trailing edges are seen by the radar at times. This means that the leading and trailing edges may be oversampled, which could explain the sharp peaks in occurrence when $\mathbf{G}$ is parallel or antiparallel to $\mathbf{v}_E$ relative to other directions.

One of the interesting features in Figure 4.7 is the linear nature of the trend, particularly for the normalized components of high power echoes, Figure 4.7d. GDI linear theory predicts a clustering of points where both $\mathbf{k} \cdot \hat{\mathbf{b}} \times \mathbf{G}$ and $\mathbf{k} \cdot \mathbf{E}$ are either positive or negative, or two clusters, one in quadrant I and one in quadrant III. Figure 4.7c does show a
relatively strong cluster of points in quadrant I but very few points in quadrant III. Additionally, in Figure 4.7d, points appear to form a linear pattern, which is confirmed by the relatively high correlation coefficients. A linear relationship between the electric field $E$ and density gradient $G$ is not necessarily expected, but if the majority of echoes are observed when $G \parallel V_E$, the linear relationship between the normalized components does make some sense. In this case $E \parallel b \times G$, so a linear relationship between their normalized components is to be expected.

In this study, the plasma drift is assumed to be driven primarily by convection electric fields, with the neutral wind contribution assumed to be negligible. In general, this is reasonable because the data collected refers to the $F$-region, where neutral wind speed is much smaller than that of the $E \times B$ convection, particularly for the present dataset which included many convection velocity measurements exceeding 500 m/s, Figures 4.2c and 4.3. If, however, neutral winds were to contribute significantly at these altitudes, the effective convection electric field would be reduced and a corresponding reduction in the calculated growth rates would occur, so the growth rates presented here would be overestimated.

### 4.7.3 Differences Between Echo Power and Occurrence

This study considered both echo power and occurrence, and it has been found that they do not necessarily follow the same trends. This can be seen, for example, in Figure 4.5a, where the average power for all echoes gradually increases but occurrence peaks at zero, or in Figure 4.5b, where the average power for structure echoes peaks around 0.01 mV/m but occurrence increases monotonically to 0.025 mV/m. In general, the echo occurrence seems to agree with GDI linear theory somewhat better than average power, Table 4.1. This is evident in Figures 4.6b and 4.6d, in which there is slightly greater occurrence for positive growth rates than negative growth rates, and structure echoes in particular are biased towards positive growth rates. On the other hand, average power seems to either exhibit very little trend for positive growth rates or even decreases in the normalized case.

One possible conclusion that can be drawn from this is that GDI is responsible for a basic level of plasma structuring in the ionosphere, but as waves increase in amplitude, other processes may take effect. This could be a nonlinear combination of the Kelvin-Helmholtz instability (KHI) and GDI [Gondarenko and Guzdar, 2006] or some kind of multi-
step plasma structuring process [Carlson et al., 2007, 2008]. Turbulent processes have also
been proposed as contributing as much if not more than GDI to plasma structuring in the
polar ionosphere under certain conditions [Burston et al., 2010; Spicher et al., 2015; Burston
et al., 2016].

Structure echoes do show a steady increase in average power while the growth rate
is negative, Figure 4.6b, for both the non-normalized (between $-0.001$ s$^{-1}$ and $0$ s$^{-1}$) and
normalized cases (between $-0.3$ and $0.1$). While this agrees well with the notion that
increasing the growth rate should increase the strength of irregularities in the ionosphere,
conventional understanding of a linear growth is that if the growth rate is negative, waves
are damped, so there should be no structuring and no backscatter observed at all.

To further consider this, it is important to recall that the growth rate predicts only how
fast instabilities will grow in the linear regime, not their current amplitude. This means
that points with a positive growth rate could have structures in the process of developing
while points with a negative growth rate could have preexisting structures that are being
damped, which could explain how some backscatter is observed even when the growth
rate is negative. The electric field and density gradients were measured spatially and
temporally coincidently with the backscatter measurements, so the calculated growth rate
represents the local growth rate at a particular moment in time and does not give any
information about the history of growth of the irregularity. The shortest rise times ($1/\gamma$)
were still on the order of several minutes while the cadence of measurement was $\sim 1$ per
minute, so it is reasonable that measurements of $\gamma$ and echoes were made faster than the
local response time.

With respect to the estimates of the growth rates, the highest rates were around $0.002$
s$^{-1}$, Figure 4.6c, which corresponds to a rise time of $\sim 8$ min. However, the peak in echo
occurrence occurred at $\gamma \approx 0.0001$ s$^{-1}$, corresponding to a rise time of over 2.5 hours. In
comparison with previous studies, Moen et al. [2012] found through sounding rocket mea-
surements $\gamma = 0.021$ s$^{-1}$ and a rise time of 47.6 s. Carlson et al. [2007] estimated the rise time
when GDI is the only instability mechanism operational as 5–10 min, but they also pro-
posed a 2-step process in which KHI seeds GDI, in which case the rise time would be $\sim 50$
s. Burston et al. [2016] found that on the edge of polar cap patches, the GDI growth rate
is greater than $0.0017$ s$^{-1}$ (10-min rise time) approximately 81% of the time and greater
than $0.016$ s$^{-1}$ (1-min rise time) approximately 11% of the time. The fastest growth rates
estimated in the current study thus agree well with GDI growth rates estimated from pre-
vious studies as well as observations of how quickly structuring develops around polar cap patches [Carlson et al., 2007]. Overall, it appears that structuring can be directionally dependent and echo power and occurrence are not necessarily related in a simple way.

4.8 Conclusions
Signatures of plasma structuring in the polar $F$-region ionosphere have been investigated in the context of factors that control directionally-dependent growth rate of the gradient-drift instability. The GDI growth rate was evaluated using 2D density gradient and electric field vectors measured by the northern face of the Resolute Bay Incoherent Scatter Radar, while information about structuring was inferred from echo occurrence and power measured by the SuperDARN radar at Rankin Inlet. The findings are as follows:

1. Echo power in general increases as plasma density, $n$, density gradient magnitude, $|\nabla n|$, and gradient strength, $G = |\nabla n/n|$, all increase. Small-scale structuring increases with large-scale gradients, implying strong coupling between different scale sizes. The relationship between echo power and density gradient magnitude is stronger than that with the gradient strength, in contrast with GDI linear theory prediction, possibly suggesting that the fractional density is directly related to the growth rate.

2. Small-scale plasma structuring is observed on all edges of a polar cap patch, with plasma irregularity characteristics exhibiting a dependence on the edge orientation with respect to the propagation direction. Stronger structuring is not restricted to the trailing edge and generally observed when the wavevector is oriented in a direction relative to the density gradient or electric field where irregularity growth rate is more favorable according to a general GDI theory. Echo occurrence peaks when the relative orientations of the gradient and plasma drift velocity is most favorable (parallel), however, there is also a strong secondary peak when the orientations are least favorable (antiparallel) and the gradient-drift instability should be linearly damped. This could be explained by a strong velocity shear causing structuring on the leading edge of the patch.

3. Echo occurrence tends to follow the trends predicted by the linear theory of the gradient-drift instability better than echo power, suggesting that while GDI may
be a dominant process in generating small-scale irregularities throughout the ionosphere, other mechanisms such as shear-driven KHI or nonlinear processes may exert greater control over the strength of those irregularities.
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Chapter 5
Conclusion

Plasma irregularities in the F-region ionosphere have been observed for decades. However, despite extensive data sets collected over these years, surprisingly little is known about these irregularities, especially at small scales. This is in part due to the complex and turbulent nature of the ionosphere, particularly in the polar regions, but also due to some of the inherent limitations in traditional observation techniques which can make it very challenging to identify exactly what processes are operational. In Section 5.1, we summarize the results that have previously been presented in Chapters 2–4, and consider what overarching conclusions can be derived from them. In the following Section 5.2, we also provide recommendations for future research which will help answer some of the still outstanding questions and further our understanding of small-scale polar F-region plasma irregularities.

5.1 Summary of Results and Conclusions

Figure 5.1 summarizes the major results from this body of work. From the experimental results presented in Chapter 2, radar backscatter from ionospheric irregularities is most likely to be observed at particular slant ranges in the radar FoV, Figure 5.1. The location of this window of high echo occurrence varies diurnally and seasonally, primarily due to the changing background plasma density in the ionosphere. The background density controls how far a radar beam must travel to be perpendicular to the magnetic field and to eventually be scattered back from FAIs. This can create an appearance that small-scale plasma irregularities are more common in certain physical locations while in reality, they may exist over a much wider area but it is easier to observe them in particular locations.

It was also demonstrated in Chapter 2 that, in the polar caps, backscatter is often observed at nighttime even when background plasma density is low and propagation conditions are traditionally thought to be too poor for FAIs to be observed with a HF radar. This implies an additional source of nighttime plasma density that is not easily accounted for by models. Frequent polar patches that propagate from the dayside to the nightside could be the source of this additional density, Figure 5.1. This is supported by the fact that the annual maximums in nighttime backscatter occurrence occur during equinox months, which is also when the occurrence of polar patches is the highest [Rodger and
One other result presented in Chapter 2 was that nighttime occurrence of FAIs was also higher for time intervals with a negative IMF $B_y$ component, Figure 5.1. This could be due to the control that the $B_y$ component exerts over ionospheric convection patterns, as explained below. In a classical two-cell convection pattern with predominantly negative IMF $B_z$, the plasma flows antismearward from dayside to nightside across the terminator. In this configuration, the plasma flow, $V_E$, and the density gradient, $G$, are antiparallel, the least favorable orientation for GDI growth. However, with a significant IMF $B_y$ component, the orientation of the convection cells rotates such that plasma no longer convects directly antismearward, creating a situation where GDI is more favorable and plasma structures can develop more readily. The bias towards greater nighttime occurrence when the $B_y$ component was negative rather than positive could be due to variations in geomagnetic activity with the orientation of the $B_y$ component, particularly during equinox months and under extreme solar wind conditions [Zhao and Zong, 2012]. Additionally, a significant IMF $B_y$ component can contribute to the formation of polar patches by creating convection perturbations that separate high density patches from the daytime reservoir, as described in Section 1.4.1. In this way, the IMF $B_y$ component may be indirectly responsible for the increased observation of backscatter. If patch occurrence increases, it can contribute to the nighttime background density, as described above, which can improve propagation conditions so that FAIs can be observed by HF radars.

In addition to simply enhancing background density so nighttime propagation conditions are sufficient for the radar to observe FAIs, polar patches can contribute to plasma irregularity formation directly by providing background density gradients on which GDI can operate. This raises the important question of exactly how and where plasma structures form around polar patches. Observations have long suggested there is asymmetry in plasma structuring surrounding polar patches [Weber et al., 1984; Milan et al., 2002; Koustov et al., 2012], but the results presented in Chapters 3 and 4 suggest that production may also be anisotropic, Figure 5.1.

In Chapter 3, it was demonstrated from the modeling point of view that the direction that the patch is drifting relative to its elongation direction impacts the orientations of $G$ and $V_E$ and controls the GDI growth rate. This also creates asymmetry between the leading and trailing edges of the patch because when the gradient direction switches, the
Figure 5.1. Irregularity production factors
Summary of the main conclusions in this thesis. The radar of interest (MCM) is highlighted in pink. Polar patches (orange) drift antisunwards across the polar cap following the background plasma convection (red contours). Nighttime irregularity observation is enhanced for a negative IMF $B_y$ component. Production is maximized near the terminator. Small-scale irregularity production surrounding a large-scale structure is found to exhibit both asymmetry and anisotropy. Radars are most likely to observe this asymmetry if the patch is elongated along the radar boresight. Backscatter is most likely to be observed in a particular window of slant ranges within the radar FoV.
irregularity growth rate changes from positive to negative (or vice versa) and irregularity damping occurs instead of growth.

Additionally, linear theory predicts that the irregularity growth rate depends on the wavevector direction, \( \mathbf{k} \), so instability growth may be anisotropic and the orientation of the patch and convection velocity relative to the radar, not just relative to each other, can also impact the observed irregularities. In Chapter 3, it was demonstrated that, in the \( F \) region, the GDI growth rate is highest for wavevectors perpendicular to the gradient, \( \mathbf{G} \). Although plasma waves can occur in all directions, a SuperDARN radar will only observe waves whose wavevectors are antiparallel to a radar beam, due to the Bragg scatter condition. Because of this, irregularity growth rate as well as structure asymmetry are most likely to be maximized if the radar’s boresight is parallel to the structure’s elongation, Figure 5.1. This is further confirmed by the results of Chapter 4, where the GDI growth rate was calculated from measurements of the density gradient, convection electric field, and wavevector direction. When the relative orientations of all three quantities results in a positive GDI growth rate, the occurrence of plasma irregularities is greater. An important conclusion that can be derived from this work is, therefore, that asymmetry and anisotropy should not be used interchangeably and that the small-scale plasma structuring surrounding polar patches seems to exhibit both.

In addition to large-scale density structures such as polar patches, the solar terminator can also serve as a source of density gradients required for the gradient-drift instability to operate. In Chapter 2, experimental evidence was presented that plasma irregularities are observed most often close to the terminator. The diurnal and seasonal variations demonstrated in Figure 2.5 that follow the terminator also could be due to the Russel-McPherron effect, which predicts annual variations in geomagnetic activity due to changing orientations between the solar equatorial coordinate system and solar magnetospheric coordinate system [Russell and McPherron, 1973; Zhao and Zong, 2012]. In addition, if a SuperDARN radar itself is positioned close to the terminator, it is observing the density gradient along its boresight, with the gradient in the same direction as the plasma drift, Figure 5.1. As was demonstrated in Chapter 3 and discussed above that if small-scale irregularity growth is directionally dependent, this is also the optimal orientation from which to observe the plasma structures, leading to increased echo occurrence. Thus modeling results presented in Chapter 3 provide an alternative interpretation of earlier experimental results presented in Chapter 2.
5.2 Recommendations for Future Research on F Region Plasma Irregularities

Although much progress has been made in understanding small-scale plasma structuring using HF radar observations, many of the results presented in this thesis give rise to further questions that must be addressed. In this section, four groups of possible follow-up studies are discussed. These include (1) statistical studies of polar patches using SuperDARN, (2) modeling of the gradient-drift instability growth rates at decameter scales, (3) multi-radar observations of irregularity characteristics near large-scale density gradients, and (4) investigation of the role of fractional perturbation density in controlling the irregularity power and occurrence.

5.2.1 Polar Patches in SuperDARN Observations

In Chapter 2, it was found that the occurrence of radar backscatter during nighttime in the polar cap is much higher than expected, particularly given that raytracing simulations predict that the orthogonality condition is rarely met and therefore there should be little to no backscatter, Figure 2.1. A hypothesis proposed in Chapter 2 was that polar patches, which are not typically well represented by ionospheric density models, occur frequently in the nighttime F region and, on average, enhance the background plasma density enough that propagation conditions are sufficient for HF radar backscatter to regularly be observed. Experimental surveys of polar patches have shown low occurrence at nighttimes, however the occurrence of patches and their intensity increase at equinox [Rodger and Graham, 1996], which is when frequent nighttime backscatter is predominantly observed according to our observations, Chapter 2. The expected signature in the radar data from this kind of scenario would be a night with a series of isolated “patches” of backscatter. An example of such an event was presented, Figure 2.6, but it is unknown how often events like this occur. Additionally, the intensity and size of a patch necessary to cause the radar beam to refract sufficiently must be established, possibly through further use of ray tracing simulations with customizable density profiles.

5.2.2 GDI Theory and Modeling at Decameter Scales

One of the major drawbacks to linear GDI theory is that it inherently assumes long wavelengths, which means that in the F region, it may not be directly applicable to decimeter-scale irregularities measured by HF radars. Generally, it is assumed that some form of
turbulent cascade connects plasma structures of different scale sizes in the ionosphere such that predictions made at large scales can still be applied to decameter-scale observations [Tsunoda, 1988]. This helps explain some of the observations of asymmetry around polar patches, which is predicted at large scales but often observed at decameter scales with radars [e.g. Milan et al., 2002; Koustov et al., 2012]. This asymmetry was also confirmed from the results presented in Chapter 3. However, these results also predicted anisotropy in the growth rate, which is more challenging to confirm from small-scale irregularity observations, although some evidence of such has been provided in Chapter 4. It may be possible to further the theoretical understanding of GDI at small scales by developing a 3D formulism using kinetic theory. Basu [1995] developed such a formulation for a specific vector geometry throughout all altitudes within the ionosphere, but expanding this to general vector directions would not be trivial. However, modeling irregularity growth with such a formulation may be necessary in order to further our understanding of how plasma structures develop at such small scales.

5.2.3 Multi-Radar Observations of Irregularities and Density Gradients

The results presented in Chapter 4 could also be improved with a more extensive data set. A single event chosen for analysis in that study was selected on the basis of good data coverage from both RISR-N and RKN and a strong density gradient being apparent in the overlapping FoV. A recent deployment of the southern-looking face of the Resolute Bay Incoherent Scatter Radar, also known as RISR-Canada or RISR-C, Figure 1.5, created new opportunities in this area. The observations between both radars can be coordinated and they can act as a single instrument with a FoV twice as large. This allows a polar patch to be tracked over a longer distance and more individual data points to be captured. Additionally, specific modes can be utilized that give a much finer grid of RISR beams, allowing measurements to be made closer together and smaller scale gradients to be evaluated. The downside to these modes is that it takes longer for each set of measurements to be made so that the temporal resolution becomes poorer. However, the required integration time for an ISR decreases if the background ionospheric density is higher, so the temporal resolution can improve for measurements taken during summer or daytime. Another advantage to the RISR-N/RISR-C setup is that the SuperDARN radars at Clyde River (CLY) and Inuvik (INV) (Figure 1.4) cover at least part of the RISR-N/RISR-C FoV.
and observe it from different directions. This presents an unique opportunity to further investigate the directional dependence of small-scale irregularities by observing the differences in backscatter observed from the same scattering volume at different directions. Although straight forward in theory, this experiment would most likely prove nontrivial in practice for the following reasons. Backscatter tends to be limited spatially to the statistical high occurrence band shown in Figure 2.1, and at least with INV, this band probably occurs at closer ranges than needed, so coincident backscatter is probably rare. The probability of backscatter being observed is better when the background density is within the range where propagation conditions are most favorable, i.e. when the ionosphere is sunlit for this case. Additionally, it is advantageous to choose a time when the occurrence of backscatter is statistically high. Based on results from Chapter 2, the best time for such an experiment would therefore be daytime near equinox.

5.2.4 Irregularity Characteristics and Fractional Perturbation Density

In Chapter 4, both the occurrence and power of radar backscatter were used as proxies to indicate the “amount” of irregularities that exist in the ionosphere. However, the trends from these quantities were rarely in good agreement, giving rise to the question what, if anything, does each of them indicate about the plasma structuring in the ionosphere. The factors that control each need to be isolated, but this is nontrivial. Echo occurrence trends generally agree with the linear GDI theory predictions, but this is generally not the case for echo power. Irregularities may develop as predicted by linear GDI theory when their amplitudes are small but other processes may impact larger density perturbations, such as shear-driven instabilities [Gondarenko and Guzdar, 2006] or multistep processes [Carlson, 2012]. By the radar equation, the power returned should be proportional to the product of the background density and fractional density, squared, Equation 4.2. However, there is no general consensus on what controls the fractional density in the F region, although it has been suggested that it is either constant or a function of convection speed, $V_E$ [Kustov et al., 1988; Haldoupis et al., 1990; Makarevich and Bristow, 2014]. In Chapter 4, we additionally propose that it may be a function of the instability growth rate, $\gamma$, and through that, the gradient strength, $G$. Because ground-based radars are so often used to investigate ionospheric irregularities, this is an important issue to resolve to develop an accurate picture of how radar observations relate to plasma irregularities.
Overall, this body of work has demonstrated that small-scale plasma irregularities in the polar $F$ region exhibit a previously unreported dependence on the propagation direction in accordance with directionally-dependent linear GDI theory, although large-amplitude perturbations quickly become controlled by more complicated processes. Additionally, global factors can cause large-scale changes in background density and plasma convection patterns, which in turn affect the operation of GDI on the microphysical level.
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